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Fermions of SM
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Flavor mixing and CKM matrix

! For quarks,
– weak interaction eigenstates ! mass eigenstates

– mixing of quark flavors through a unitary matrix
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Quark flavor mixing and CKM matrix
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How fermions interact with W±



Test Unitarity?

5
12

Vud Vus

Vcd Vcs

Vtb

Vcb

Vub

VtsVtd

Test of Unitarity

 V = |V|exp(iφ) 
• |V| from semi-leptonic decay rates 
• φ from CP asymmetries

just overly simplified guidelines



Z. Ligeti, from plenary talk @ ICHEP 2004
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Current status of CKM unitarity
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The  sagaVcb, Vub
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6. Summary

The averages presented in several different frameworks
are presented in Table 96. In summary, we recognize that
the experimental and theoretical uncertainties play out
differently between the schemes and the theoretical
assumptions for the theory calculations are different.
Therefore, it is difficult to perform an average between
the various determinations of jVubj. Since the methodology
is similar to that used to determine the inclusive jVcbj
average, we choose to quote as reference value the average
determined by the GGOU calculation, which gives
jVubj ¼ ð4.19# 0.12þ0.11

−0.12Þ × 10−3.

E. Combined extraction of jVubj and jVcbj
In this section we report the result of a combined fit for

jVubj and jVcbj that includes the constraint from the

averaged jVubj=jVcbj, and the determination of jVubj and
jVcbj from exclusive B meson decays.
The average of the jVubj=jVcbjmeasurements fromΛb →

pμν and Bs → Kμν, using only results at high q2 (based on
Lattice-QCD), assuming the uncertainties due to trigger
selection and tracking efficiency are fully correlated, is

jVubj
jVcbj

¼ 0.0838# 0.0046 ð218Þ

where the reported uncertainty includes both experimental
and theoretical contributions. The average of the jVcbj results
from B → Dlν, B → D&lν and Bs → Dð&Þ

s μν, is

jVcbj ¼ ð38.90# 0.53Þ × 10−3; ð219Þ

where the uncertainty also in this case includes both
experimental and theoretical contributions. The Pðχ2Þ of
the average is 30%.
The combined fit for jVubj and jVcbj results in

jVubj ¼ ð3.51# 0.12Þ × 10−3 ð220Þ

jVcbj ¼ ð39.10# 0.50Þ × 10−3 ð221Þ

ρðjVubj; jVcbjÞ ¼ 0.175; ð222Þ

where the uncertainties in the inputs are considered
uncorrelated. The fit result is shown in Fig. 66, where
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FIG. 65. Measurements of jVubj from inclusive semileptonic
decays and their average in the BLL prescription.

TABLE 96. Summary of inclusive determinations of jVubj. The
errors quoted on jVubj correspond to experimental and theoretical
uncertainties.

Framework jVubj½10−3(

BLNP 4.28# 0.13þ0.20
−0.21

DGE 3.93# 0.10þ0.09
−0.10

GGOU 4.19# 0.12þ0.11
−0.12

ADFR 3.92# 0.1þ0.18
−0.12

BLL (mX=q2 only) 4.62# 0.20# 0.29
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FIG. 66. Combined average on jVubj and jVcbj including the
LHCb measurement of jVubj=jVcbj, the exclusive jVubj meas-
urement from B → πlν, and the jVcbj average from B → Dlν,
B → D&lν and Bs → Dð&Þ

s μν measurements. The dashed ellipse
corresponds to a 1σ two-dimensional contour (68% of CL). The
point with the error bars corresponds to the inclusive jVcbj from
the kinetic scheme (Sec. VII B 2), and the inclusive jVubj from
GGOU calculation (Sec. VII D 3).

Y. AMHIS et al. PHYS. REV. D 107, 052008 (2023)

052008-120
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The “CKM Brothers” • Dr. Hyunki Jang (SNU)
• Dr. Jiwoo Nam (SKKU)
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Fig. 1. ∆M distribution for B̄0 → D∗+e−ν̄ candidates. The sideband used to
subtract the combinatorial background is shown by long arrows and the signal
region is indicated by short arrows. The data (histogram) are superimposed with
the combinatorial background distribution (dashed curve).

Table 1
Yield of the B̄0 → D∗+e−ν̄ and the estimated background contributions. The errors
are statistical only.

Raw Yield 1006±32

Combinatorial background 100±7

Correlated background 91±10

Uncorrelated background 15±4

Fake electron background 2±2

Continuum background 32±6

Final Yield 766±35
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Fig. 2. Left (right) plot shows the raw yield and background as a function of ỹ
(electron momentum in the CM frame). From the bottom, combinatorial, correlated,
uncorrelated, continuum and fake electron backgrounds are shown.
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Fig. 3. Yield of B̄0 → D∗+e−ν̄ as a function of ỹ. The points are background
subtracted data and the histogram represents the fit to data.
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Fig. 4. |Vcb|F (y) as a function of y. The data points with errors are derived from
unfolding. The curves show the result obtained using the Caprini et al. form factor
constrained by a dispersion relation (solid) and a linear form factor (dashed). The
statistical uncertainty of the Caprini et al. form factor fit is shown by the shaded
band.

Table 2
Summary of fit results according to different form factor (FF) parameterizations,
where the errors are statistical only. Our main analysis uses values of R1(1), R2(1)
from QCD sum rules.

FF shape & R1(1), R2(1) |Vcb|F (1) · 102 ρ2A1
ρ2F B(B̄0 → D∗+e−ν̄) χ2/ndf

Dispersive & QCD sum rules 3.54±0.19 1.35±0.17 · (4.59±0.23)% 3.38/8

Dispersive & CLEO value 3.58±0.19 1.45±0.16 · (4.60±0.23)% 3.79/8

Linear & Heavy quark limit 3.42±0.17 · 0.81±0.12 (4.57±0.24)% 2.23/8
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Fig. 2. Mbc distribution and estimated backgrounds. The points with error bars
show the data. The shaded component is the continuum and fake lepton background,
the vertically hatched histogram is the uncorrelated background, the cross-hatched
histogram is the correlated background, and the diagonal hatched histogram is the
combinatoric background. The open histogram is the signal MC, normalized to the
measured decay rate.
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Fig. 5. |Vcb|FD(y) as a function of y. The points with error bars are the data; the
curves are fit results for the linear form factor (dashed) and the Caprini et al. form
factor (solid). The shaded band indicates the statistical uncertainty for the Caprini
et al. form factor fit.
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Fig. 4. ỹ distribution and fit. The points with error bars are data after background
subtraction. The dashed histogram is the fit result for the linear form factor. The
solid histogram is the fit result for the dispersion relation (Caprini et al.) form
factor.
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for Vcb

“Exclusive”
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for Vcb
“Inclusive”

FIG. 2. Electron momentum spectra. The top and bottom figures show the spectra of oppo-
site-sign and same-sign electrons, respectively. The closed circles are the on-resonance data. The

triangles show the scaled off-resonance data. The error bars indicate only the statistical error. The
histogram is the MC-determined BB̄ background.

14

FIG. 3. Final results for the electron spectra of primary (circles) and secondary (triangles)
semileptonic decays. The solid curve superimposed on the primary electron spectrum is the best-fit

model described in the text, while the curve for the secondary electron spectrum is the ISGW2
model.

15

Belle Collaboration



Updates of Vcb, Vub tensions from Belle (II)                Youngjoon Kwon (Yonsei U.)                 SY XXI Nov. 5, 2024 12

 

1850696-001
35

30

25

20

15

10

0

50

40

30

20

10

0

40
20
0

40

20

0

1.5 2.0 2.5 3.0

1.5 2.0 2.5 3.0

 / 
7.

5 
M

eV

 (0.2 G
eV/c)

Events 

5.12 5.14 5.16 5.18 5.20 5.22 5.24 5.26 5.28 5.30
Mcand (GeV)

5

Ev
en

ts
 / 

7.
5 

M
eV

Ev
en

ts

 (0.2 G
eV/c)

Events 

plepton (GeV / c)

plepton (GeV / c)

 

1850696-002

Ev
en

ts
 / 

19
0 

M
eV

50

40

30

20

10

0

15

10

5

0

Events / 40 M
eV

Events / 190 M
eV

15

10

5

0
0.7 0.8 0.9 1.0

0.5 1.0 1.50.5 1.0 1.5
ππ π

3π Mass (GeV)

ooπ Mass (GeV)Mass (GeV)

for Vub
“Exclusive”



Updates of Vcb, Vub tensions from Belle (II)                Youngjoon Kwon (Yonsei U.)                 SY XXI Nov. 5, 2024 13

for Vub
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Fig. 2. The electron momentum spectrum in the Υ(4S) rest frame: (a) ON data
(filled circles), scaled OFF data (open circles), sum of scaled OFF data and esti-
mated BB backgrounds (histogram). (b) ON data after subtraction of backgrounds
and correction for efficiency (filled circles) and model spectrum of B → Xueνe
decays with final state radiation (histogram, normalised to the data yield in the
1.9− 2.6GeV/c momentum range).

the size of the effect. The correction factors for each HI region are given in
Table 2.

The values of fu for the different momentum intervals are determined with
the DeFazio-Neubert prescription, using three different forms of the shape
function with the parameters, ΛSF and λSF1 , determined from fits to the Belle
measured photon energy spectrum in B → Xsγ decays [21,24]. The resultant
values of fu are given in Table 2, they range from 3 − 32% as the lower
momentum limit is decreased. The statistical uncertainty, averaged over each
shape function form, is determined from the half-difference of maximum and

15
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SuperKEKB             Belle II

injector  
to Linac
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s = 10.58 GeV = m⌥(4S)c

2

“B-tagging”

We also have data taken off-resonance 
as well as energy scan around Υ(5S)

14

unique to  B-factorye+e−
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Belle (1999-2010) 
Luminosity

•  

•

∫ ℒtotal = 1039 fb−1

∫ ℒΥ(4S) = 711 fb−1
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Non-leptonic hadron decays at e+e– colliders

• Coherent production of meson-antimeson 
pairs with kinematics constrained by 
precisely known collision energy 

• Simple and clean event topologies: 
hadronic events have typically O(10) 
particles 

• Asymmetric-energy colliders: boosted 
production for time-dependent 
measurements 

• Hermetic detectors: excellent (and 
kinematically unbiased) efficiencies for all 
final states, including neutral hadrons 
such as π0, η, KS0, KL0, n

5

B-Factory basics 

• Asymmetric collider 
Boost of center-of-mass 

• Excellent vertexing 
performance ( ) 

• coherent  pairs 
production 

• Excellent flavour tagging 
performance

⇒

σ ∼ 15 μm
BB

6

Expected Mbc ≃ mBExpected ΔE ≃ 0

ΔE = E*B − s /2 Mbc = ( s /2)2 − ⃗p*2
B

•   
constrained kinematics 

• Hermetic detector  complete event 
reconstruction

s = m(Υ(4S)) = 10.58 GeV ≃ 2mB ⇒

⇒

 
measurement of 

 for time 
dependent CP 
violation (TDCPV) 

Δt

9
Invariant  mass with  energy 

replaced by half of the collision energy.
B B Difference between expected and 

observed B energy

Signal 
Continuum 

 backgroundBB̄

B factory analysis 101 

SignalContinuum 

Point-like particles colliding at BBbar threshold: low background and 
knowledge of initial state offers stringent kinematic constraints.  

Extract signal using

kinematics event shape
Event topology

KinematicsKey variables of B decays
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FEI algorithm to reconstruct 

• uses ~200 BDT’s to reconstruct  different 
 decay chains 

• assign signal probability of being correct 

Btag

𝒪(104)
B

Btag

Full Event Interpretation
Btag Bsig

FEI
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 from angular coeff’s of |Vcb | B → D*ℓν
Obtain the differential rates in three angles, 

, and a kinematic variable, . 

• differential rates are expressed in terms of 12 
functions  that depend only on . 

• possible for SM test & LFU test  

Belle data sample of  

θℓ, θV, χ w

Ji w

711 fb−1

18

Measurement of Angular Coe�cients of B̄ ! D⇤`⌫̄`: Implications for |Vcb| and Tests of
Lepton Flavor Universality

M. T. Prim , F. Bernlochner , F. Metzner , H. Aihara , D. M. Asner , T. Aushev , R. Ayad ,
V. Babu , Sw. Banerjee , P. Behera , K. Belous , J. Bennett , M. Bessner , V. Bhardwaj ,

B. Bhuyan , T. Bilka , D. Biswas , D. Bodrov , A. Bondar , J. Borah , M. Bračko , P. Branchini ,
T. E. Browder , A. Budano , M. Campajola , L. Cao , D. Červenkov , P. Chang , B. G. Cheon ,

S.-K. Choi , Y. Choi , S. Choudhury , J. Cochran , S. Das , N. Dash , G. De Nardo , G. De Pietro ,
R. Dhamija , F. Di Capua , Z. Doležal , T. V. Dong , S. Dubey , P. Ecker , D. Epifanov ,

T. Ferber , D. Ferlewicz , B. G. Fulsom , R. Garg , V. Gaur , A. Giri , P. Goldenzweig , T. Gu ,
K. Gudkova , C. Hadjivasiliou , T. Hara , H. Hayashii , S. Hazra , M. T. Hedges , D. Herrmann ,

M. Hernández Villanueva , W.-S. Hou , C.-L. Hsu , K. Inami , G. Inguglia , N. Ipsita , A. Ishikawa ,
R. Itoh , M. Iwasaki , W. W. Jacobs , C. Kiesling , C. H. Kim , D. Y. Kim , K.-H. Kim , P. Kodyš ,
T. Konno , A. Korobov , S. Korpar , E. Kovalenko , P. Križan , P. Krokovny , T. Kuhr , M. Kumar ,

R. Kumar , Y.-J. Kwon , T. Lam , S. C. Lee , P. Lewis , L. K. Li , L. Li Gioi , J. Libby , D. Liventsev ,
Y. Ma , T. Matsuda , D. Matvienko , S. K. Maurya , F. Meier , M. Merola , K. Miyabayashi ,
R. Mizuk , G. B. Mohanty , I. Nakamura , M. Nakao , D. Narwal , Z. Natkaniec , A. Natochii ,
L. Nayak , S. Nishida , H. Ono , P. Oskin , P. Pakhlov , G. Pakhlova , S.-H. Park , A. Passeri ,
S. Patra , T. K. Pedlar , R. Pestotnik , L. E. Piilonen , T. Podobnik , E. Prencipe , M. Röhrken ,

N. Rout , G. Russo , S. Sandilya , L. Santelj , V. Savinov , P. Schmolz , G. Schnell , C. Schwanda ,
Y. Seino , K. Senyo , W. Shan , J.-G. Shiu , J. B. Singh , E. Solovieva , M. Starič , Z. S. Stottler ,

M. Sumihama , M. Takizawa , K. Tanida , F. Tenchini , R. Tiwary , K. Trabelsi , Y. Unno , S. Uno ,
P. Urquijo , Y. Usov , S. E. Vahsen , K. E. Varvell , A. Vossen , M.-Z. Wang , X. L. Wang , E. Won ,
B. D. Yabsley , W. Yan , S. B. Yang , J. H. Yin , L. Yuan , Z. P. Zhang , V. Zhilich , and V. Zhukova

(The Belle Collaboration)

We measure the complete set of angular coe�cients Ji for exclusive B̄ ! D⇤`⌫̄` decays (` = e, µ).
Our analysis uses the full 711 fb�1 Belle data set with hadronic tag-side reconstruction. The results
allow us to extract the form factors describing the B ! D⇤ transition and the Cabibbo-Kobayashi-
Maskawa matrix element |Vcb|. Using recent lattice QCD calculations for the hadronic form factors,
we find |Vcb| = (41.0± 0.7)⇥ 103 using the BGL parameterization, compatible with determinations
from inclusive semileptonic decays. We search for lepton flavor universality violation as a function
of the hadronic recoil parameter w, and investigate the di↵erences of the electron and muon angular
distributions. We find no deviation from Standard Model expectations.

In this Letter, we present the first determination of
the full set of angular coe�cients describing the full dif-
ferential decay rate of exclusive semileptonic B̄ ! D

⇤
`⌫̄`

(` = e, µ) decays. Our analysis uses the complete Belle
data set, with an integrated luminosity of 711 fb�1 at
the ⌥(4S) resonance. The data set was recorded at the
KEKB e

+
e
� collider [1] by the Belle detector. Belle is

a large-solid-angle magnetic spectrometer. A detailed
description of its performance and subdetectors can be
found in Ref. [2]. We use hadronic tagging to recon-
struct the accompanying B meson. The measured an-
gular coe�cients allow us to determine the form factors
that describe the non-perturbative dynamics describing
the B ! D

⇤ transition and consequently, in conjunction
with information from Lattice QCD (LQCD), to extract
the Cabibbo-Kobayashi-Maskawa (CKM) matrix element
|Vcb|. The angular coe�cients are also sensitive to be-
yond Standard Model (SM) e↵ects and are used to test
lepton flavor universality. Our measurement is based on
the same dataset analyzed in a previous publication [3],
which focused on partial branching fractions in bins of

the hadronic recoil parameter

w =
m

2
B +m

2
D⇤ � q

2

2mBmD⇤
, (1)

with the B (D⇤) mass mB (mD⇤) and the momentum-
transfer squared to the lepton-neutrino system q

2, and
the decay angles ✓`, ✓V , and �. The decay angles are
defined as follows: ✓` is the angle between the lepton and
the direction opposite the B meson in the virtual W -
boson rest frame, ✓V is the angle between the D meson
and the direction opposite the B meson in the D

⇤ rest
frame, and � is the angle between the two decay planes
spanned by the W

+ � ` and D
⇤ � D systems in the B

meson rest frame. The analysis strategy closely follows
the methodology outlined in Ref. [3], with modifications
to facilitate the measurement of angular coe�cients as a
function of w.

The four-dimensional di↵erential decay rate for B̄ !
D

⇤
`⌫̄` can be expressed in terms of 12 functions Ji =

Ji(w), which only depend on w, as
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d�(B̄ ! D
⇤
`⌫̄`)

dw dcos ✓` dcos ✓V d�
=
2G2

F⌘
2
EW|Vcb|2m4

BmD⇤

2⇡4
⇥

✓
J1s sin

2
✓V + J1c cos

2
✓V

+ (J2s sin
2
✓V + J2c cos

2
✓V) cos 2✓` + J3 sin

2
✓V sin2 ✓` cos 2�

+ J4 sin 2✓V sin 2✓` cos�+ J5 sin 2✓V sin ✓` cos�+ (J6s sin
2
✓V + J6c cos

2
✓V) cos ✓`

+ J7 sin 2✓V sin ✓` sin�+ J8 sin 2✓V sin 2✓` sin�+ J9 sin
2
✓V sin2 ✓` sin 2�

◆
. (2)

The expression depends on Fermi’s coupling constantGF,
the electroweak correction ⌘EW [4], the CKM matrix el-
ement Vcb, and the masses of B (mB) and D

⇤ (mD⇤)
mesons.

We determine the angular coe�cients in bins of w, J̄i =R
�w Ji(w)dw, from experimental data with the definition
from Ref. [5]:

J̄i =
1

Ni

8X

j=1

4X

k,l=1

⌘
�
i,j⌘

✓`
i,k⌘

✓V
i,l Rjkl . (3)

The normalization factorNi stems from trigonometric in-
tegrals. The angles ✓`, ✓V , and � are divided into bins of
size ⇡/4. The weight factors ⌘↵i,n with ↵ 2 {�, ✓`, ✓V } are
given in Ref. [5] and the product of these factors define
a specific phase-space bin where signal is extracted. The
factor Rjkl represents the partial rate in the correspond-
ing phase-space bin jkl. We combine phase-space bins
with identical products of the weights ⌘↵i,n during signal
extraction, resulting in yields of total 36 merged bins to
obtain 12 Ji coe�cients using Eq. (3) in each bin of w. In
the limit of massless charged leptons, the angular coe�-
cient J6c vanishes. Furthermore, the angular coe�cients
J7, J8, and J9 are zero within the SM of particle physics,
only contributing to scenarios involving new physics.

We reconstruct two B meson candidates, a tag B and a
signal B. Signal B meson candidates are reconstructed as
follows: We consider both charged and neutral B mesons
with the decay chains B

0 ! D
⇤+

`⌫`, D
⇤+ ! D

0
⇡
+,

D
⇤+ ! D

+
⇡
0, and B

� ! D
⇤0
`⌫` with D

⇤0 ! D
0
⇡
0 [6].

To select charged tracks, we apply the following crite-
ria: dr < 2 cm and |dz| < 4 cm, where dr is the impact
parameter perpendicular to the beam-axis and with re-
spect to the interaction point and dz is the z coordinate
along the beam-axis of the impact parameter. Tracks
are also required to have transverse momenta pT >

0.1GeV/c. In addition, we utilize particle identification
subsystems to identify electrons, muons, charged pions,
kaons, and protons. Electron (muon) tracks are required
to have momenta in the lab frame p

Lab
> 0.3GeV/c

(pLab > 0.6GeV/c). The momenta of particles identified
as electrons are corrected for bremsstrahlung by includ-
ing photons within a 2� cone defined around the electron
momentum at the point of closest approach to the inter-
action point (IP).

Photon selection criteria are based on their energies:

E� > 100MeV for the forward endcap (12� < ✓ < 31�),
150MeV for the backward endcap (132� < ✓ < 157�),
and 50MeV for the barrel region (32� < ✓ < 129�) of the
calorimeter. ⇡0 candidates are formed from pairs of pho-
tons with invariant mass within the range of 104MeV/c2

to 165MeV/c2. The di↵erence between the reconstructed
⇡
0 mass and the nominal mass (m⇡0 = 135MeV/c2 [7])

must be smaller than three times the estimated mass res-
olution.

K
0
S mesons are reconstructed from oppositely charged

track pairs within a reconstructed invariant mass window
of 398MeV/c2 to 598MeV/c2 and selected with a mul-
tivate method. For details on the multivariate method
used, see Ref. [8]. The reconstructed K

0
S mass has to dif-

fer from the nominal value (mK0
S
= 498MeV/c2 [7]) by

less than 3� of the estimated mass resolution.
We reconstruct the following decays of the D mesons:

D
+ ! K

�
⇡
+
⇡
+, D

+ ! K
�
⇡
+
⇡
+
⇡
0, D

+ !
K

�
⇡
+
⇡
+
⇡
+
⇡
�, D+ ! K

0
S⇡

+, D+ ! K
0
S⇡

+
⇡
0, D+ !

K
0
S⇡

+
⇡
+
⇡
�, D

+ ! K
0
SK

+, D
+ ! K

+
K

�
⇡
+, D

0 !
K

�
⇡
+, D

0 ! K
�
⇡
+
⇡
0, D

0 ! K
�
⇡
+
⇡
+
⇡
�, D

0 !
K

�
⇡
+
⇡
+
⇡
�
⇡
0, D

0 ! K
0
S⇡

0, D
0 ! K

0
S⇡

+
⇡
�, D

0 !
K

0
S⇡

+
⇡
�
⇡
0, and D

0 ! K
�
K

+. We apply a decay-
channel-optimized mass window selection to theD meson
candidates. The ⇡

0 daughters from D meson candidates
are required to have center-of-mass momenta p

CMS
⇡0 >

0.2GeV/c, except for the decay D
0 ! K

�
⇡
+
⇡
+
⇡
�
⇡
0

where this criterion is not applied. To reduce combina-
torial background, the reconstructed D mesons within
an event are ranked based on the absolute di↵erence
between the reconstructed mass and the nominal mass
(mD+ = 1.870GeV/c2, mD0 = 1.865GeV/c2 [7]), and
up to ten candidates with the smallest mass di↵erence
are selected.

D
⇤ mesons are reconstructed in three decay channels:

D
⇤0 ! D

0
⇡
0
slow, D

⇤+ ! D
+
⇡
0
slow, and D

⇤+ ! D
0
⇡
+
slow.

Charged slow pions must have a center-of-mass momen-
tum below 0.4GeV/c, and the mass di↵erence between
the reconstructed massesMX of theD⇤ andD candidates
�M = MD⇤ �MD has to be smaller than 0.155GeV/c2

(0.160GeV/c2) for D⇤+ (D⇤0) mesons.
Signal-B meson candidates are reconstructed by com-

bining selected D
⇤ candidates and a lepton candidate.

The loose selection 1GeV/c2 < MD⇤` < 6GeV/c2 is ap-
plied to reduce combinatorial background.

We perform global-decay-chain vertex fitting using
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6. Summary

The averages presented in several different frameworks
are presented in Table 96. In summary, we recognize that
the experimental and theoretical uncertainties play out
differently between the schemes and the theoretical
assumptions for the theory calculations are different.
Therefore, it is difficult to perform an average between
the various determinations of jVubj. Since the methodology
is similar to that used to determine the inclusive jVcbj
average, we choose to quote as reference value the average
determined by the GGOU calculation, which gives
jVubj ¼ ð4.19# 0.12þ0.11

−0.12Þ × 10−3.

E. Combined extraction of jVubj and jVcbj
In this section we report the result of a combined fit for

jVubj and jVcbj that includes the constraint from the

averaged jVubj=jVcbj, and the determination of jVubj and
jVcbj from exclusive B meson decays.
The average of the jVubj=jVcbjmeasurements fromΛb →

pμν and Bs → Kμν, using only results at high q2 (based on
Lattice-QCD), assuming the uncertainties due to trigger
selection and tracking efficiency are fully correlated, is

jVubj
jVcbj

¼ 0.0838# 0.0046 ð218Þ

where the reported uncertainty includes both experimental
and theoretical contributions. The average of the jVcbj results
from B → Dlν, B → D&lν and Bs → Dð&Þ

s μν, is

jVcbj ¼ ð38.90# 0.53Þ × 10−3; ð219Þ

where the uncertainty also in this case includes both
experimental and theoretical contributions. The Pðχ2Þ of
the average is 30%.
The combined fit for jVubj and jVcbj results in

jVubj ¼ ð3.51# 0.12Þ × 10−3 ð220Þ

jVcbj ¼ ð39.10# 0.50Þ × 10−3 ð221Þ

ρðjVubj; jVcbjÞ ¼ 0.175; ð222Þ

where the uncertainties in the inputs are considered
uncorrelated. The fit result is shown in Fig. 66, where

]-3 10!|  [ub|V
2 4 6

)2, qXBELLE breco (m

 0.32" 0.39 "5.01

)2, qXBELLE sim. ann. (m

 0.30" 0.49 "4.68

)2, qXBABAR  (m

 0.29" 0.24 "4.50
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 0.29" 0.20 "4.62
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C.W. Bauer, Z. Ligeti and M.E. Luke (BLL)

Phys. Rev. D64:113004 (2001)

/dof = 1.4/ 2 (CL = 50.00 %)2#

FIG. 65. Measurements of jVubj from inclusive semileptonic
decays and their average in the BLL prescription.

TABLE 96. Summary of inclusive determinations of jVubj. The
errors quoted on jVubj correspond to experimental and theoretical
uncertainties.

Framework jVubj½10−3(

BLNP 4.28# 0.13þ0.20
−0.21

DGE 3.93# 0.10þ0.09
−0.10

GGOU 4.19# 0.12þ0.11
−0.12

ADFR 3.92# 0.1þ0.18
−0.12

BLL (mX=q2 only) 4.62# 0.20# 0.29

36 38 40 42 44
]-3| [10cb|V
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Inclusive
|: GGOUub |V
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 = 1.0 contours2#$
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FIG. 66. Combined average on jVubj and jVcbj including the
LHCb measurement of jVubj=jVcbj, the exclusive jVubj meas-
urement from B → πlν, and the jVcbj average from B → Dlν,
B → D&lν and Bs → Dð&Þ

s μν measurements. The dashed ellipse
corresponds to a 1σ two-dimensional contour (68% of CL). The
point with the error bars corresponds to the inclusive jVcbj from
the kinetic scheme (Sec. VII B 2), and the inclusive jVubj from
GGOU calculation (Sec. VII D 3).
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Figure 1: Distributions of �E (left) and Mbc (right) reconstructed in Belle II data integrated over the q
2 bins for

B
0 ! ⇡

�
`
+
⌫` decays (top) and B

+ ! ⇢
0
`
+
⌫` decays (bottom) with expected distributions from simulation overlaid.

The simulated samples are weighted according to luminosity. The hatched areas include statistical and systematic
uncertainties on the simulated distributions, discussed in Section VII. The expected signal distributions (scaled by a
factor two) are also shown. The panels below the histograms show the di↵erence between collision and simulated
data divided by the combined uncertainty.

The likelihood to be maximized is

L(~S, ~B ) =
Y

l

Poisson(Nl|
X

j

Slj +
X

k

Blk), (12)

where Nl is the observed number of events in bin l, ~S and
~B are the vectors of signal and background templates,
respectively, Slj is the number of events in bin l of signal
fit template j, and Blk is the number of events in bin l

of background fit template k.

B. Fit results

The fit projections of �E and Mbc in each q
2 bin are

shown in Fig. 2 for the B
0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

modes. The �
2 per degree of freedom of the fit is

468.5/429 = 1.09. The correlations between the com-

ponent yields are all smaller than 0.75. The highest ob-
served correlations occur between the B ! Xc`⌫` and
BB background yields in the B

+ ! ⇢
0
`
+
⌫` mode. In

the higher q
2 bins, the signal scale factor becomes in-

creasingly correlated to the B ! Xu`⌫` scale factor.

Using the expected number of signal events from sim-
ulation, the fitted signal scale factors, and the signal
strengths, we obtain the signal yields in each true q2 bin,
corresponding to the number of true and combinatorial
signal events. The signal yields with statistical and sys-
tematic uncertainties are given in Table II. The sources of
systematic uncertainty and their estimation is described
in Section VII.

The partial branching fraction in true q
2 bin i is cal-

culated using the signal yield, Ni, and the corresponding

https://doi.org/10.48550/arXiv.2407.17403
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Figure 2: Distributions of �E (top) and Mbc (bottom) in the q
2 bins for B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

candidates reconstructed in Belle II data with fit projections overlaid. The di↵erence between collision and
simulated data divided by the collision data uncertainty is shown in the panels below the histograms. The
boundaries of the q

2 bins are provided in the text above.

6

events to train the classifiers discussed in Section VB,
we choose a less restrictive requirement, | cos ✓BY| < 1.6.
Additionally, we perform vertex fits [37] to the hadron
and lepton candidates and require that they converge.

B. Missing momentum reconstruction

We estimate the momentum of the signal neutrino by
attributing the sum of the remaining tracks and elec-
tromagnetic energy depositions (clusters) in the event,
called the rest of event (ROE), to the partner B. From
energy and momentum conservation, we construct the
missing four-momentum in the c.m. frame,

(E⇤
miss

, ~p
⇤
miss

) = (E⇤
⌥(4S)

, ~p
⇤
⌥(4S)

)�
 
X

i

E
⇤
i ,

X

i

~p
⇤
i

!
,

(9)
where E

⇤
i and ~p

⇤
i correspond to the c.m. energy and mo-

mentum of the ith track or cluster in the event, respec-
tively. We determine E

⇤
i using the momentum derived

from the reconstructed track and select the mass hy-
pothesis ↵ with the highest value of the likelihood ra-
tio R↵. We attribute the missing four-momentum to the
signal neutrino, with momentum ~p

⇤
⌫ = ~p

⇤
miss

, and energy,
E

⇤
⌫ = |~p ⇤

⌫ | = |~p ⇤
miss

|. Taking the magnitude of ~p
⇤
miss

,
instead of E

⇤
miss

, to approximate the neutrino energy,
leads to an improvement in resolution of 15%. While
reconstruction losses add up linearly in the calculation of
E

⇤
miss

, this is not the case for the vector sum calculation
of ~p ⇤

miss
.

Since all reconstructed tracks and clusters contribute
to the resolution of the neutrino momentum estimation,
obtaining an ROE as pure and complete as possible is
critical. To reduce the impact of clusters from beam-
induced backgrounds, acceptance losses, or other e↵ects,
we impose quality requirements for objects to be included
in the ROE. We only consider clusters that are within
the CDC acceptance with energies in the forward, bar-
rel, and backward directions greater than 0.060, 0.050,
and 0.075 GeV, respectively. We require that the clus-
ters contain more than one calorimeter crystal and are
detected within 200 ns of the collision time, which is ap-
proximately five times the mean timing resolution of the
calorimeter. In addition to removing background parti-
cles from the ROE, we must account for particles that
escape undetected. To reduce the impact of events with
undetected particles, we require that the polar angle of
the missing momentum in the laboratory frame ✓miss is
within the CDC acceptance.

C. Signal extraction variables

We reconstruct q2 from Equation 1, and thus need to
estimate the B momentum vector. One existing method,
called the Diamond Frame [38], takes the weighted aver-
age of four possible ~p

⇤
B vectors uniformly distributed in

azimuthal angle on the cone defined by cos ✓BY, weight-
ing by the sin2 ✓B distribution, which expresses the prior
probability of the B flight direction in ⌥ (4S) decays with
respect to the electron-positron beam axis. A second
method, called the ROE method [39], assumes the sig-
nal B momentum vector to be the vector on the cos ✓BY

cone that is closest to antiparallel to the ROE momentum
vector ~p ⇤

ROE
. There is a third method [40] that combines

these two by multiplying the Diamond Frame weights by
1

2
(1� p̂

⇤
B · p̂ ⇤

ROE
) and averaging over ten vectors uniformly

distributed on the cone, where p̂
⇤
B and p̂

⇤
ROE

denote the
unit vectors of ~p ⇤

B and ~p
⇤
ROE

, respectively. We adopt this
combined method because, in simulation, it assigns re-
constructed signal candidates to the correct q2 bin more
often than other methods do, leading to a reduction in
the bin migrations of up to 2%. The resolutions in q

2 de-
crease with increasing q

2 and vary from 0.09–0.60 GeV2

in the B
0 ! ⇡

�
`
+
⌫` mode, and from 0.16–0.84 GeV2 in

the B
+ ! ⇢

0
`
+
⌫` mode.

We divide B candidates into 13 reconstructed q
2 bins

in the B0 ! ⇡
�
`
+
⌫` mode and into 10 bins in the B+ !

⇢
0
`
+
⌫` mode. The lowest bin boundary is at zero, and

the first 12 (9) bins have uniform bin widths of 2 GeV2

in the B
0 ! ⇡

�
`
+
⌫` (B+ ! ⇢

0
`
+
⌫`) mode. The last

bins extend to the kinematic limits of 26.4 GeV2 in the
B

0 ! ⇡
�
`
+
⌫` mode and 20.3 GeV2 in the B

+ ! ⇢
0
`
+
⌫`

mode. The following are the labels and bin edges for the
q
2 bins: q1 : q2 2 [0, 2], q2 : [2, 4], q3 : [4, 6], q4 : [6, 8],
q5 : [8, 10], q6 : [10, 12], q7 : [12, 14], q8 : [14, 16], q9 :
[16, 18], q10 : [18, 20(20.3)], q11 : [20, 22], q12 : [22, 24],
q13 : [24, 26.4] GeV2.

Two additional variables that test the kinematic con-
sistency of a candidate with a signal B decay using ROE
information are the beam-constrained mass, defined as

Mbc =
q
E

⇤2
beam

� |~p ⇤
B |2 =

s✓p
s

2

◆2

� |~p ⇤
B |2 (10)

and the energy di↵erence, defined as

�E = E
⇤
B � E

⇤
beam

= E
⇤
B �

p
s

2
, (11)

where E⇤
beam

, E⇤
B and ~p

⇤
B are the single-beam energy, the

reconstructed B energy, and the reconstructed B mo-
mentum, all determined in the ⌥ (4S) rest frame, respec-
tively. The reconstructed B energy (momentum) is given
by the sum of the reconstructed energies (momenta) of
the signal lepton and hadron candidates and the in-
ferred neutrino energy (momentum) described above. We
define a fit region in �E and Mbc, corresponding to
�0.95 < �E < 1.25 GeV and 5.095 < Mbc < 5.295 GeV.
This region is enriched in signal, but at the same time
includes background-enhanced regions to allow su�cient
discrimination between signal and background.

10

Figure 2: Distributions of �E (top) and Mbc (bottom) in the q
2 bins for B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

candidates reconstructed in Belle II data with fit projections overlaid. The di↵erence between collision and
simulated data divided by the collision data uncertainty is shown in the panels below the histograms. The
boundaries of the q

2 bins are provided in the text above.
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events to train the classifiers discussed in Section VB,
we choose a less restrictive requirement, | cos ✓BY| < 1.6.
Additionally, we perform vertex fits [37] to the hadron
and lepton candidates and require that they converge.

B. Missing momentum reconstruction

We estimate the momentum of the signal neutrino by
attributing the sum of the remaining tracks and elec-
tromagnetic energy depositions (clusters) in the event,
called the rest of event (ROE), to the partner B. From
energy and momentum conservation, we construct the
missing four-momentum in the c.m. frame,

(E⇤
miss

, ~p
⇤
miss

) = (E⇤
⌥(4S)

, ~p
⇤
⌥(4S)

)�
 
X

i

E
⇤
i ,

X

i

~p
⇤
i

!
,

(9)
where E

⇤
i and ~p

⇤
i correspond to the c.m. energy and mo-

mentum of the ith track or cluster in the event, respec-
tively. We determine E

⇤
i using the momentum derived

from the reconstructed track and select the mass hy-
pothesis ↵ with the highest value of the likelihood ra-
tio R↵. We attribute the missing four-momentum to the
signal neutrino, with momentum ~p

⇤
⌫ = ~p

⇤
miss

, and energy,
E

⇤
⌫ = |~p ⇤

⌫ | = |~p ⇤
miss

|. Taking the magnitude of ~p
⇤
miss

,
instead of E

⇤
miss

, to approximate the neutrino energy,
leads to an improvement in resolution of 15%. While
reconstruction losses add up linearly in the calculation of
E

⇤
miss

, this is not the case for the vector sum calculation
of ~p ⇤

miss
.

Since all reconstructed tracks and clusters contribute
to the resolution of the neutrino momentum estimation,
obtaining an ROE as pure and complete as possible is
critical. To reduce the impact of clusters from beam-
induced backgrounds, acceptance losses, or other e↵ects,
we impose quality requirements for objects to be included
in the ROE. We only consider clusters that are within
the CDC acceptance with energies in the forward, bar-
rel, and backward directions greater than 0.060, 0.050,
and 0.075 GeV, respectively. We require that the clus-
ters contain more than one calorimeter crystal and are
detected within 200 ns of the collision time, which is ap-
proximately five times the mean timing resolution of the
calorimeter. In addition to removing background parti-
cles from the ROE, we must account for particles that
escape undetected. To reduce the impact of events with
undetected particles, we require that the polar angle of
the missing momentum in the laboratory frame ✓miss is
within the CDC acceptance.

C. Signal extraction variables

We reconstruct q2 from Equation 1, and thus need to
estimate the B momentum vector. One existing method,
called the Diamond Frame [38], takes the weighted aver-
age of four possible ~p

⇤
B vectors uniformly distributed in

azimuthal angle on the cone defined by cos ✓BY, weight-
ing by the sin2 ✓B distribution, which expresses the prior
probability of the B flight direction in ⌥ (4S) decays with
respect to the electron-positron beam axis. A second
method, called the ROE method [39], assumes the sig-
nal B momentum vector to be the vector on the cos ✓BY

cone that is closest to antiparallel to the ROE momentum
vector ~p ⇤

ROE
. There is a third method [40] that combines

these two by multiplying the Diamond Frame weights by
1

2
(1� p̂

⇤
B · p̂ ⇤

ROE
) and averaging over ten vectors uniformly

distributed on the cone, where p̂
⇤
B and p̂

⇤
ROE

denote the
unit vectors of ~p ⇤

B and ~p
⇤
ROE

, respectively. We adopt this
combined method because, in simulation, it assigns re-
constructed signal candidates to the correct q2 bin more
often than other methods do, leading to a reduction in
the bin migrations of up to 2%. The resolutions in q

2 de-
crease with increasing q

2 and vary from 0.09–0.60 GeV2

in the B
0 ! ⇡

�
`
+
⌫` mode, and from 0.16–0.84 GeV2 in

the B
+ ! ⇢

0
`
+
⌫` mode.

We divide B candidates into 13 reconstructed q
2 bins

in the B0 ! ⇡
�
`
+
⌫` mode and into 10 bins in the B+ !

⇢
0
`
+
⌫` mode. The lowest bin boundary is at zero, and

the first 12 (9) bins have uniform bin widths of 2 GeV2

in the B
0 ! ⇡

�
`
+
⌫` (B+ ! ⇢

0
`
+
⌫`) mode. The last

bins extend to the kinematic limits of 26.4 GeV2 in the
B

0 ! ⇡
�
`
+
⌫` mode and 20.3 GeV2 in the B

+ ! ⇢
0
`
+
⌫`

mode. The following are the labels and bin edges for the
q
2 bins: q1 : q2 2 [0, 2], q2 : [2, 4], q3 : [4, 6], q4 : [6, 8],
q5 : [8, 10], q6 : [10, 12], q7 : [12, 14], q8 : [14, 16], q9 :
[16, 18], q10 : [18, 20(20.3)], q11 : [20, 22], q12 : [22, 24],
q13 : [24, 26.4] GeV2.

Two additional variables that test the kinematic con-
sistency of a candidate with a signal B decay using ROE
information are the beam-constrained mass, defined as

Mbc =
q
E

⇤2
beam

� |~p ⇤
B |2 =

s✓p
s

2

◆2

� |~p ⇤
B |2 (10)

and the energy di↵erence, defined as

�E = E
⇤
B � E

⇤
beam

= E
⇤
B �

p
s

2
, (11)

where E⇤
beam

, E⇤
B and ~p

⇤
B are the single-beam energy, the

reconstructed B energy, and the reconstructed B mo-
mentum, all determined in the ⌥ (4S) rest frame, respec-
tively. The reconstructed B energy (momentum) is given
by the sum of the reconstructed energies (momenta) of
the signal lepton and hadron candidates and the in-
ferred neutrino energy (momentum) described above. We
define a fit region in �E and Mbc, corresponding to
�0.95 < �E < 1.25 GeV and 5.095 < Mbc < 5.295 GeV.
This region is enriched in signal, but at the same time
includes background-enhanced regions to allow su�cient
discrimination between signal and background.
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Figure 2: Distributions of �E (top) and Mbc (bottom) in the q
2 bins for B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

candidates reconstructed in Belle II data with fit projections overlaid. The di↵erence between collision and
simulated data divided by the collision data uncertainty is shown in the panels below the histograms. The
boundaries of the q

2 bins are provided in the text above.
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Table II: Signal yields for the B
0 ! ⇡

�
`
+
⌫` and

B
+ ! ⇢

0
`
+
⌫` modes in each true q

2 bin with statistical
and systematic uncertainties. The boundaries of the q

2

bins are given in the text above.

Yield
q2 bin B0 ! ⇡�`+⌫` B+ ! ⇢0`+⌫`
q1 869 ± 95 ± 139 332 ± 100 ± 118
q2 1406 ± 123 ± 172 651 ± 114 ± 178
q3 1426 ± 112 ± 124 630 ± 131 ± 131
q4 1714 ± 120 ± 139 1028 ± 147 ± 240
q5 1617 ± 120 ± 113 1273 ± 158 ± 236
q6 2167 ± 138 ± 151 1207 ± 164 ± 244
q7 1817 ± 143 ± 172 962 ± 136 ± 206
q8 1921 ± 147 ± 181 1141 ± 118 ± 218
q9 1640 ± 149 ± 174 936 ± 114 ± 186
q10 1328 ± 142 ± 156 821 ± 96 ± 220
q11 1472 ± 140 ± 239
q12 819 ± 120 ± 211
q13 295 ± 66 ± 122

signal e�ciency, ✏i, from

�Bi(B
0 ! ⇡

�
`
+
⌫`) =

Ni(1 + f+0)

4✏i ⇥NBB

, (13a)

�Bi(B
+ ! ⇢

0
`
+
⌫`) =

Ni(1 + f+0)

4✏i ⇥NBB

⇥ 1

f+0

, (13b)

where f+0 = B(⌥(4S) ! B
+
B

�)/B(⌥(4S) ! B
0
B0) =

1.065± 0.052 [45], and NBB is the number of BB pairs.
The partial branching-fraction �B results for B

0 !
⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` decays are given in Table III

and shown as functions of q2 in Fig. 3. The entries in
the total correlation matrices of the partial branching
fractions of B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` are pre-

sented in Tables IX and X in Appendix A. The central
values of the partial branching fractions and the statis-
tical and systematic covariance matrices combining both
modes will be made available on HEPData.

The total branching fractions determined from the
sums of the partial branching fractions are

B(B0 ! ⇡
�
`
+
⌫`) = (1.516± 0.042± 0.059)⇥ 10�4

B(B+ ! ⇢
0
`
+
⌫`) = (1.625± 0.079± 0.180)⇥ 10�4

where the first uncertainties are statistical and the second
are systematic. The results are consistent with world av-
erages [23], and the full experimental correlation between
the two values is �0.16.

We perform additional fits to test the stability of the
results. We divide the data set by lepton flavor, by lepton
charge, and by ✓miss region. We then fit separately for
each subsample and check that the results agree within
statistical uncertainties.

Table III: Partial branching fractions �B (⇥104) in
each q

2 bin for the B
0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

modes. The first uncertainty is statistical and the
second is systematic. The boundaries of the q

2 bins are
provided in the text above.

�B (⇥104)
q2 bin B0 ! ⇡�`+⌫` B+ ! ⇢0`+⌫`
q1 0.117 ± 0.013 ± 0.019 0.109 ± 0.033 ± 0.039
q2 0.142 ± 0.013 ± 0.018 0.140 ± 0.025 ± 0.038
q3 0.119 ± 0.009 ± 0.011 0.113 ± 0.024 ± 0.024
q4 0.137 ± 0.010 ± 0.012 0.162 ± 0.023 ± 0.038
q5 0.129 ± 0.010 ± 0.010 0.193 ± 0.024 ± 0.036
q6 0.170 ± 0.011 ± 0.013 0.183 ± 0.025 ± 0.037
q7 0.139 ± 0.011 ± 0.014 0.161 ± 0.023 ± 0.035
q8 0.146 ± 0.011 ± 0.015 0.225 ± 0.023 ± 0.044
q9 0.119 ± 0.011 ± 0.013 0.182 ± 0.022 ± 0.037
q10 0.096 ± 0.010 ± 0.012 0.158 ± 0.019 ± 0.043
q11 0.109 ± 0.010 ± 0.018
q12 0.065 ± 0.010 ± 0.017
q13 0.028 ± 0.006 ± 0.011

VII. SYSTEMATIC UNCERTAINTIES

The fractional uncertainties on the partial branch-
ing fractions in each q

2 bin from various sources of sys-
tematic uncertainty are given in Tables IV and V. All
systematic uncertainties are evaluated using the same
approach. For each source of uncertainty, we vary the
templates 1000 times by sampling from Gaussian distri-
butions of the central values fully taking correlations into
account. For example, to evaluate the uncertainties due
to the B ! !`⌫` form factors, we sample 1000 alternative
B ! Xu`⌫` distributions by assuming the form-factor pa-
rameter uncertainties follow Gaussian distributions. We
create 1000 simplified simulated data (toy) distributions
by adding the resulting variations to the remaining nom-
inal templates. Finally, we fit the nominal templates to
the toy distributions and obtain a covariance matrix of
the fitted yields for each source of uncertainty using Pear-
son correlations [46]. Covariance matrices for the signal
strengths and e�ciencies are evaluated using a similar
approach. The systematic uncertainties on the partial
branching fractions are evaluated by propagating the co-
variance matrices of the fitted yields, the signal strengths
and e�ciencies.

A. Detector and beam-energy e↵ects

The detector uncertainties include uncertainties arising
from the tracking e�ciency and the corrections to the
lepton- and pion-identification e�ciencies. All of these
were estimated from studies of independent data control
samples.
In addition, we observe a dependence of the recon-

structed q
2 resolution on the c.m. energy. Since the c.m.

Total BF by integrating the Δℬ(q2)
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this, since the current uncertainties already cover any
di↵erence introduced by the change in model.

3. B ! Xu`⌫` model

Finally, we evaluate the uncertainties due to the B !
!`⌫`, B ! ⌘`⌫`, and B ! ⌘

0
`⌫` form factors, and obtain

uncertainties listed in the B ! Xu`⌫` category. This
category also includes the e↵ects of uncertainties of the
exclusive and inclusive B ! Xu`⌫` branching fractions,
except for the B ! ⇡`⌫` and B ! ⇢`⌫` branching frac-
tions.

G. B ! Xc`⌫` model

The B ! Xc`⌫` model category in Tables IV and V
includes the e↵ects of the uncertainties of the B ! D`⌫`

and B ! D
⇤
`⌫` form-factor parameters, and the exclu-

sive and inclusive B ! Xc`⌫` branching fractions. For
the B0 ! ⇡

�
`
+
⌫` mode this contribution to the total sys-

tematic uncertainty is larger than that of the B ! Xu`⌫`

model at low q
2, but smaller at high q

2. It is subdomi-
nant over the entire q2 range for the B+ ! ⇢

0
`
+
⌫` mode.

H. Continuum reweighting

The limited o↵-resonance sample size a↵ects the con-
tinuum weights obtained during the reweighting proce-
dure, since the weights are calculated using the number of
o↵-resonance events within each bin. To account for the
uncertainties of these numbers, we produce a set of 1000
continuum weights by recalculating the weights for each
bin using o↵-resonance event numbers drawn from the
corresponding Poisson distributions. We then proceed
with the usual procedure for determining systematic un-
certainties described above. The resulting uncertainties
dominate both in the B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

mode, and are especially large in those q2 bins where the
continuum background component is largest.

VIII. |Vub| DETERMINATION

We extract |Vub| separately from B
0 ! ⇡

�
`
+
⌫` and

B
+ ! ⇢

0
`
+
⌫` using �

2 fits to the measured q
2 spectra.

The �
2 is defined as

�
2 =

NX

i,j=1

(�Bi ���i⌧)C
�1

ij (�Bj ���j⌧)

+
X

m

�
2

Theory,m, (14)

where C
�1

ij is the inverse total covariance matrix of the
measured partial branching fractions �Bi in bin i, and

N is the number of q2 bins. The quantities ��i contain
the predictions for the di↵erential decay rates in bin i,
⌧ is the B lifetime, and �

2

Theory,m incorporates the con-
straints from theory calculation m. The predictions for
the di↵erential decay rates provided in Equations 2 and
3 include the form factors and |Vub|.
For B

0 ! ⇡
�
`
+
⌫` we include LQCD constraints on

three f+(q2) BCL form-factor coe�cients b
+

k and two
f0(q2) BCL form-factor coe�cients b

0

k given in Equa-
tions 5 and 6, respectively, as nuisance parameters.
These nuisance parameters constrain the shape and nor-
malization of the relevant form factors entering the di↵er-
ential decay rate and allow for a determination of |Vub|.
In the evaluation of the inverse Blaschke factors for the
expansion of f+(q2) in Equation 5, mR takes the value
of 5.325 GeV [8]. The �

2

LQCD
term takes the form:

�
2

LQCD
=

5X

k,l=1

(bk � b
LQCD

k )C�1

LQCD,kl(bl � b
LQCD

l ), (15)

where the constraints on the form-factor coe�cients
b
LQCD

k and the corresponding inverse covariance ma-
trix C

�1

LQCD,kl are taken from the latest version of the
FLAG 21 review (February 2023) [4], and combine re-
sults from the FNAL/MILC [48], RBC/UKQCD [49],
and JLQCD [50] collaborations.
In addition to the LQCD constraints, we may also add

LCSR constraints from Ref. [5], which determine f+(q2)
and f0(q2) at five points in q

2. In this case the additional
�
2

LCSR
term takes the form:

�
2

LCSR
=

10X

k,l=1

(fk � f
LCSR

k )C�1

LCSR,kl(fl � f
LCSR

l ). (16)

Here we implement direct constraints on the form fac-
tors fk (f+(q2) and f0(q2)) from LCSR predictions
f
LCSR

k , taking the corresponding inverse covariance ma-
trix C

�1

LCSR,kl into account.

The result for |Vub| from the B0 ! ⇡
�
`
+
⌫` mode using

only the LQCD constraints is:

|Vub|B!⇡`⌫` = (3.93± 0.09± 0.13± 0.19)⇥ 10�3,

where for all quoted |Vub| results the first uncertainty is
statistical, the second is systematic and the third is the-
oretical. Upon adding the LCSR constraints, the result
for |Vub| from B

0 ! ⇡
�
`
+
⌫` becomes:

|Vub|B!⇡`⌫` = (3.73± 0.07± 0.07± 0.16)⇥ 10�3.

The measured central values of |Vub| and the BCL form-
factor coe�cients from the fits to the B

0 ! ⇡
�
`
+
⌫`

spectrum are provided in Table VI. The full correlation
matrices corresponding to these values are provided in
Tables XI and XII in Appendix A.
For B+ ! ⇢

0
`
+
⌫` we include LCSR constraints on six

BSZ coe�cients b
i
k given in Equation 7 from Ref. [6].

These correspond to constraints on two coe�cients each
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(a) (b) (c)

Figure 3: Measured partial branching fractions as a function of q2 for B0 ! ⇡
�
`
+
⌫` (a,b) and B

+ ! ⇢
0
`
+
⌫` (c).

The fitted di↵erential rates are shown together with the one, two, and three standard-deviation uncertainty bands
for fits using constraints on the form factors from (a) LQCD, (b) LQCD and LCSR, and (c) LCSR predictions.

Table VI: Measured central values of |Vub| and the BCL
form-factor coe�cients with total uncertainties from the
fits to the B

0 ! ⇡
�
`
+
⌫` spectrum.

B0 ! ⇡�`+⌫`
LQCD LQCD + LCSR

|Vub| (10�3) 3.93 ± 0.25 3.73 ± 0.19

f+(q
2)

b+0 0.42 ± 0.02 0.45 ± 0.02
b+1 �0.52 ± 0.05 �0.52 ± 0.05
b+2 �0.81 ± 0.21 �1.02 ± 0.18

f0(q
2)

b00 0.02 ± 0.25 0.59 ± 0.02
b01 �1.43 ± 0.08 �1.39 ± 0.07

�2/ndf 8.39/7 8.36/7

for A1(q2), A2(q2), and V (q2). The �
2

LCSR
term for the

fit to the measured B
+ ! ⇢

0
`
+
⌫` q

2 spectrum takes the
form:

�
2

LCSR
=

6X

k,l=1

(bk � b
LCSR

k )C�1

LCSR,kl(bl � b
LCSR

l ), (17)

where b
LCSR

k are the constraints on the coe�cients and
C

�1

LCSR,kl is the corresponding inverse covariance matrix
predicted by LCSR calculations. In the evaluation of the
inverse Blaschke factors for the expansion of A1(q2) and
A2(q2) in Equation 7, mR takes the value of 5.724 GeV,
while it is 5.325 GeV for the expansion of V (q2) [6]. The
|Vub| result obtained from B

+ ! ⇢
0
`
+
⌫` using LCSR

constraints is:

|Vub|B!⇢`⌫` = (3.19± 0.12± 0.17± 0.26)⇥ 10�3.

The measured central values of |Vub| and the BSZ form-
factor coe�cients from the fit to the B

+ ! ⇢
0
`
+
⌫`

spectrum are provided in Table VII. The full correla-
tion matrix corresponding to these values is provided
in Table XIII in Appendix A. Fig. 3 shows the mea-
sured and fitted di↵erential rates of B0 ! ⇡

�
`
+
⌫` and

Table VII: Measured central values of |Vub| and the BSZ
form-factor coe�cients with total uncertainties from the
fit to the B

+ ! ⇢
0
`
+
⌫` spectrum.

B+ ! ⇢0`+⌫`
LCSR

|Vub| (10�3) 3.19 ± 0.33

A1(q
2)

bA1
0 0.27 ± 0.03
bA1
1 0.34 ± 0.13

A2(q
2)

bA2
0 0.29 ± 0.03
bA2
1 0.66 ± 0.17

V (q2)
bV0 0.33 ± 0.03
bV1 �0.93 ± 0.17

�2/ndf 3.85/3

B
+ ! ⇢

0
`
+
⌫`, as well as the one, two, and three

standard-deviation uncertainty bands from the fits.

The |Vub| results obtained from B
0 ! ⇡

�
`
+
⌫` are con-

sistent with previous exclusive measurements [3]. The
result obtained from B

+ ! ⇢
0
`
+
⌫` is lower, but consis-

tent with previous |Vub| determinations from B ! ⇢`⌫`

decays [34]. The �2 per degree of freedom for the fits vary
from 1.19 to 1.28, and are provided in Tables VI and VII
for B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`, respectively. The

extracted central values of |Vub| and the coe�cients, with
the corresponding full covariance matrices, for the fits to
the B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` spectra will be pro-

vided on HEPData. We confirm the stability of the |Vub|
results by repeating the fits using di↵erent q2 cut-o↵ val-
ues. The results are presented in Fig. 4 in Appendix B.

The fractional uncertainties on the |Vub| results from
various sources of systematic uncertainty are shown in
Table VIII. For both B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

the largest contribution to the systematic uncertainty
comes from the limited o↵-resonance data sample. In
addition, for B

+ ! ⇢
0
`
+
⌫` the systematic uncertainty

from nonresonant B ! ⇡⇡`⌫` is significant.

15

(a) (b) (c)

Figure 3: Measured partial branching fractions as a function of q2 for B0 ! ⇡
�
`
+
⌫` (a,b) and B

+ ! ⇢
0
`
+
⌫` (c).

The fitted di↵erential rates are shown together with the one, two, and three standard-deviation uncertainty bands
for fits using constraints on the form factors from (a) LQCD, (b) LQCD and LCSR, and (c) LCSR predictions.
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this, since the current uncertainties already cover any
di↵erence introduced by the change in model.

3. B ! Xu`⌫` model

Finally, we evaluate the uncertainties due to the B !
!`⌫`, B ! ⌘`⌫`, and B ! ⌘

0
`⌫` form factors, and obtain

uncertainties listed in the B ! Xu`⌫` category. This
category also includes the e↵ects of uncertainties of the
exclusive and inclusive B ! Xu`⌫` branching fractions,
except for the B ! ⇡`⌫` and B ! ⇢`⌫` branching frac-
tions.

G. B ! Xc`⌫` model

The B ! Xc`⌫` model category in Tables IV and V
includes the e↵ects of the uncertainties of the B ! D`⌫`

and B ! D
⇤
`⌫` form-factor parameters, and the exclu-

sive and inclusive B ! Xc`⌫` branching fractions. For
the B0 ! ⇡

�
`
+
⌫` mode this contribution to the total sys-

tematic uncertainty is larger than that of the B ! Xu`⌫`

model at low q
2, but smaller at high q

2. It is subdomi-
nant over the entire q2 range for the B+ ! ⇢

0
`
+
⌫` mode.

H. Continuum reweighting

The limited o↵-resonance sample size a↵ects the con-
tinuum weights obtained during the reweighting proce-
dure, since the weights are calculated using the number of
o↵-resonance events within each bin. To account for the
uncertainties of these numbers, we produce a set of 1000
continuum weights by recalculating the weights for each
bin using o↵-resonance event numbers drawn from the
corresponding Poisson distributions. We then proceed
with the usual procedure for determining systematic un-
certainties described above. The resulting uncertainties
dominate both in the B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

mode, and are especially large in those q2 bins where the
continuum background component is largest.

VIII. |Vub| DETERMINATION

We extract |Vub| separately from B
0 ! ⇡

�
`
+
⌫` and

B
+ ! ⇢

0
`
+
⌫` using �

2 fits to the measured q
2 spectra.

The �
2 is defined as

�
2 =

NX

i,j=1

(�Bi ���i⌧)C
�1

ij (�Bj ���j⌧)

+
X

m

�
2

Theory,m, (14)

where C
�1

ij is the inverse total covariance matrix of the
measured partial branching fractions �Bi in bin i, and

N is the number of q2 bins. The quantities ��i contain
the predictions for the di↵erential decay rates in bin i,
⌧ is the B lifetime, and �

2

Theory,m incorporates the con-
straints from theory calculation m. The predictions for
the di↵erential decay rates provided in Equations 2 and
3 include the form factors and |Vub|.
For B

0 ! ⇡
�
`
+
⌫` we include LQCD constraints on

three f+(q2) BCL form-factor coe�cients b
+

k and two
f0(q2) BCL form-factor coe�cients b

0

k given in Equa-
tions 5 and 6, respectively, as nuisance parameters.
These nuisance parameters constrain the shape and nor-
malization of the relevant form factors entering the di↵er-
ential decay rate and allow for a determination of |Vub|.
In the evaluation of the inverse Blaschke factors for the
expansion of f+(q2) in Equation 5, mR takes the value
of 5.325 GeV [8]. The �

2

LQCD
term takes the form:

�
2

LQCD
=

5X

k,l=1

(bk � b
LQCD

k )C�1

LQCD,kl(bl � b
LQCD

l ), (15)

where the constraints on the form-factor coe�cients
b
LQCD

k and the corresponding inverse covariance ma-
trix C

�1

LQCD,kl are taken from the latest version of the
FLAG 21 review (February 2023) [4], and combine re-
sults from the FNAL/MILC [48], RBC/UKQCD [49],
and JLQCD [50] collaborations.
In addition to the LQCD constraints, we may also add

LCSR constraints from Ref. [5], which determine f+(q2)
and f0(q2) at five points in q

2. In this case the additional
�
2

LCSR
term takes the form:

�
2

LCSR
=

10X

k,l=1

(fk � f
LCSR

k )C�1

LCSR,kl(fl � f
LCSR

l ). (16)

Here we implement direct constraints on the form fac-
tors fk (f+(q2) and f0(q2)) from LCSR predictions
f
LCSR

k , taking the corresponding inverse covariance ma-
trix C

�1

LCSR,kl into account.

The result for |Vub| from the B0 ! ⇡
�
`
+
⌫` mode using

only the LQCD constraints is:

|Vub|B!⇡`⌫` = (3.93± 0.09± 0.13± 0.19)⇥ 10�3,

where for all quoted |Vub| results the first uncertainty is
statistical, the second is systematic and the third is the-
oretical. Upon adding the LCSR constraints, the result
for |Vub| from B

0 ! ⇡
�
`
+
⌫` becomes:

|Vub|B!⇡`⌫` = (3.73± 0.07± 0.07± 0.16)⇥ 10�3.

The measured central values of |Vub| and the BCL form-
factor coe�cients from the fits to the B

0 ! ⇡
�
`
+
⌫`

spectrum are provided in Table VI. The full correlation
matrices corresponding to these values are provided in
Tables XI and XII in Appendix A.
For B+ ! ⇢

0
`
+
⌫` we include LCSR constraints on six

BSZ coe�cients b
i
k given in Equation 7 from Ref. [6].

These correspond to constraints on two coe�cients each
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Figure 3: Measured partial branching fractions as a function of q2 for B0 ! ⇡
�
`
+
⌫` (a,b) and B

+ ! ⇢
0
`
+
⌫` (c).

The fitted di↵erential rates are shown together with the one, two, and three standard-deviation uncertainty bands
for fits using constraints on the form factors from (a) LQCD, (b) LQCD and LCSR, and (c) LCSR predictions.

Table VI: Measured central values of |Vub| and the BCL
form-factor coe�cients with total uncertainties from the
fits to the B

0 ! ⇡
�
`
+
⌫` spectrum.

B0 ! ⇡�`+⌫`
LQCD LQCD + LCSR

|Vub| (10�3) 3.93 ± 0.25 3.73 ± 0.19

f+(q
2)

b+0 0.42 ± 0.02 0.45 ± 0.02
b+1 �0.52 ± 0.05 �0.52 ± 0.05
b+2 �0.81 ± 0.21 �1.02 ± 0.18

f0(q
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b00 0.02 ± 0.25 0.59 ± 0.02
b01 �1.43 ± 0.08 �1.39 ± 0.07
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for A1(q2), A2(q2), and V (q2). The �
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where b
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LCSR,kl is the corresponding inverse covariance matrix
predicted by LCSR calculations. In the evaluation of the
inverse Blaschke factors for the expansion of A1(q2) and
A2(q2) in Equation 7, mR takes the value of 5.724 GeV,
while it is 5.325 GeV for the expansion of V (q2) [6]. The
|Vub| result obtained from B
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⌫` using LCSR

constraints is:

|Vub|B!⇢`⌫` = (3.19± 0.12± 0.17± 0.26)⇥ 10�3.

The measured central values of |Vub| and the BSZ form-
factor coe�cients from the fit to the B
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spectrum are provided in Table VII. The full correla-
tion matrix corresponding to these values is provided
in Table XIII in Appendix A. Fig. 3 shows the mea-
sured and fitted di↵erential rates of B0 ! ⇡
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tent with previous |Vub| determinations from B ! ⇢`⌫`

decays [34]. The �2 per degree of freedom for the fits vary
from 1.19 to 1.28, and are provided in Tables VI and VII
for B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`, respectively. The

extracted central values of |Vub| and the coe�cients, with
the corresponding full covariance matrices, for the fits to
the B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` spectra will be pro-

vided on HEPData. We confirm the stability of the |Vub|
results by repeating the fits using di↵erent q2 cut-o↵ val-
ues. The results are presented in Fig. 4 in Appendix B.

The fractional uncertainties on the |Vub| results from
various sources of systematic uncertainty are shown in
Table VIII. For both B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

the largest contribution to the systematic uncertainty
comes from the limited o↵-resonance data sample. In
addition, for B

+ ! ⇢
0
`
+
⌫` the systematic uncertainty

from nonresonant B ! ⇡⇡`⌫` is significant.

The results are limited by
• size of the off-resonance data set
• non-resonance  bkgd,

and reduce the tension against 
 inclusive

B → Xuℓν

|Vub |

https://doi.org/10.48550/arXiv.2407.17403
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  for  σ(e+e− → π+π−π0) aHVP
μ

For ‘light new physics’
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connections to muon (g-2) 

(g − 2) of the muon

! Tension between theory and experiment in the muon magnetic anomaly

aµ = (g − 2)µ

2 = aEW
µ + aQED

µ + aQCD
µ

! Tension reduces to ∼ 1σ with newly included calculations and data:
" aHVP,LO

µ from BMW Lattice QCD group [1]

" π form‐factor from CMD‐3 in aHVP,LO
µ

[2]

[1]Nature 593, (51–55) (2021)
[2]arXiv:2302.08834

Philipp Horak (HEPHY Vienna) Tau and Low Multiplicity at Belle and Belle II April 2, 2024 11 / 15

aQCD
μ = aHVP

μ + aH,LBL
μ

(82%) (18%)

<latexit sha1_base64="1160k7HLNHvYjq/L6h6TfGIblzo=">AAACVXicbVHLahsxFJWnaeI6aeO0iyy6EQ2FFIqZSYiTTSD0AYEW6obaDmSc4Y5GE4tImkG6UzBiPqOf0+8oXXeRTfoJhcqPReP0woWjc+7hSkdpKYXFMPzZCB6sPFxdaz5qrW88frLZ3no6sEVlGO+zQhbmPAXLpdC8jwIlPy8NB5VKPkyv30714VdurCj0F5yUfKTgSotcMEBPJe0hJLGqLl1sFD0d9F5//FTTYxrnBpiLQZZjqN1+XIrLvZrGQmPiVDI/eo/QOU7qxXRma2frD7v21ZnvpL0TdsJZ0fsgWoCdk3fb2/D+W7eXtG/irGCV4hqZBGsvorDEkQODgklet+LK8hLYNVzxCw81KG5HbhZATV96JqN5YXxrpDP2X4cDZe1EpX5SAY7tsjYl/6tZf5Uxz5bWY340ckKXFXLN5tvzSlIs6DRimgnDGcqJB8CM8A+gbAw+I/Qf0fLJRMs53AeDvU7U7Rx89hG9IfNqkufkBdklETkkJ+SU9EifMPKd/CK35HfjR+NPsBKszkeDxsLzjNypYPMvnUe4Ow==</latexit>

aHVP,LO
µ =

↵

3⇡2

Z 1

m2
⇡

ds

s
K(s)R(s)

(g − 2) of the muon

HVP = hadron vacuum polarization; 82% of a
QCD
µ

HLBL = light‐by‐light; 18%

R(s) = σ(e+e− → hadrons)
σ(e+e− → µ+µ−)

! Belle II can provide
e+e− → hadrons cross
sections to improve
predictions

! Second largest contribution
e+e− → π+π−π0 presented
today

Philipp Horak (HEPHY Vienna) Tau and Low Multiplicity at Belle and Belle II April 2, 2024 12 / 15
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σ(e+e− → π+π−π0)
σ(e+e− → π+π−π0) New for Moriond 2024!

! Reconstruct e+e− → π+π−π0 decays in L = 190 fb−1

! Measure at different
√

s by using initial state radiation technique
" Reconstruct ISR photon e+e− → π+π−π0γISR
" Pion invariant mass range from 0.62 to 3.5 GeV

! Effectively suppress background by using kinematic fit:
" Constrain sum of π+π−π0γISR momenta to e+e− beam momentum

! Validate main backgrounds in control samples:

e+e− → π+π−π0π0γ e+e− → K+K−π0γ

Philipp Horak (HEPHY Vienna) Tau and Low Multiplicity at Belle and Belle II April 2, 2024 13 / 15

Study  decays in  

as a function of  by using ISR technique 

• reconstruct , for  

Kinematic fit for background suppression 
• constrain  of  to that of  beams 

Validation (“scale factor”) of backgrounds in control samples 

e+e− → π+π−π0 ℒ = 191 fb−1

s′ 

e+e− → π+π−π0γISR 0.62 < s′ = M(3π) < 3.50 GeV

(E, ⃗p) π+π−π0γISR e+e−

arXiv:2404.04915
accepted for PRD
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ε(π0) =
Nfull(γISRπ+π−π0)
Npartial(γISRπ+π−)
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Figure 14. (a) Three-pion mass M(⇡+⇡�⇡0
rec.) distribution for event fully reconstructed using ⇡+⇡�� particles. The shaded

histograms in the top panel show the result of a M(⇡+⇡�⇡0
rec.) fit to the data with signal and the background components.

The di↵erences between data and fit results divided by the data uncertainties (pull) are shown in the bottom panel. (b) The
same M(⇡+⇡�⇡0

rec.) distribution for the events fully reconstructed using ⇡+⇡�⇡0� particles. The convention of the figure is
the same as (a). (b) The shaded histograms, which show simulated signal and background, are normalized to the data to check
the consistency of the signal model. The data-to-simulation ratio is shown in the bottom panel.

where i is an index for data or simulation. The numer-668

ator, Ni,full, is the number of events in which all parti-669

cles in the reaction, including the ⇡0, are detected. The670

denominator, Ni,part, is the number of events in which671

the reaction is reconstructed without measuring the ⇡0.672

Since the process in Eq. (8) is exclusive, one can infer673

the presence of the ⇡0 from the mass recoiling against674

the ⇡+⇡�� system, without reconstructing the ⇡0. By675

counting the number of events recorded in this way, the676

number of ⇡0’s that are needed for the e�ciency deter-677

mination is known. In addition, the prominent ! signal678

is used to determine the relevant yields.679

We carry out a one-constraint (1C) kinematic fit680

with the hypothesis that the mass recoiling against the681

⇡+⇡�� system is the known ⇡0 mass in order to in-682

fer the ⇡0 momentum. After the kinematic fit, we ob-683

tain partially-reconstructed events by requiring good fit684

quality, �2
1C,2⇡� < 10. We denote the invariant mass685

of the 3⇡ system calculated using the ⇡0 momentum686

as M(⇡+⇡�⇡0
rec.). We obtain fully-reconstructed events687

from the partially-reconstructed events with ⇡0’s de-688

tected using the same ⇡0 criteria used in the initial event689

selection. The criteria of �2
2⇡3� < 50 is also imposed to690

ensure signal purity.691

The values of Ni,part are determined from a fit to the692

M(⇡+⇡�⇡0
rec.) distribution of the partially-reconstructed693

⇡+⇡�� events. The M(⇡+⇡�⇡0
rec.) distribution, in694

Fig. 14(a), shows a prominent ! signal. The background695

is from the processes, e+e� ! ⇡+⇡�⇡0⇡0�, e+e� !696

�� ! K0
SK

0
L�, and e+e� ! qq(�). We check the shape697

of each background predicted by the simulation using698

data samples specially selected to enhance each contri-699

bution. The signal probability density function (PDF)700

for the M(⇡+⇡�⇡0
rec.) distribution is obtained from the701

simulation, and the consistency of the PDF shape is con-702

firmed using the data in the fully-reconstructed events,703

which are shown in Fig. 14 (b). The values of Ni,full704

are determined from a fit to the M(��) distribution for705

the fully-reconstructed events in the same M(⇡+⇡�⇡0
rec.)706

range as Ni,part.707

From the data-to-simulation ratio for the ⇡0 e�ciency708

determined in this way, the correction factor for the ⇡0
709

e�ciency is determined to be ⌘⇡0 = (�1.4± 1.0)%. The710

uncertainty in ⌘⇡0 is dominated by the uncertainty in the711

background contamination for the data in the denomina-712

tor.713

D. E�ciency for kinematic-fit quality selection714

The e�ciency of the requirement �2
2⇡3� < 50 can be715

tested using an e+e� ! µ+µ�� control sample, which716

provides high purity µ+µ�� events without a �2 require-717

ment. In addition, the signal and this data control sample718

have similar kinematic properties as they both include an719

ISR photon and two oppositely charged particles of sim-720

ilar masses. We define the e�ciency as a function of the721

�2-threshold �2
thras722

✏(�2
thr) =

N(�2 < �2
thr)

Nall
, (10)

where Nall and N(�2 < �2
thr) are the total number of

events before the �2 requirement and those satisfying
�2 < �2

thr. Using the �2 distribution function f(�2),

σ(e+e− → π+π−π0)
 efficiency as a major analysis challenge

The  is determined to an accuracy of ~1% by comparing full- and partial-
reconstruction in the  region 

π0

ε(π0)
ω → π+π−π0

partially reconstructed fully reconstructed 

arXiv:2404.04915
accepted for PRD
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  Resultsσ(e+e− → π+π−π0)
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Figure 17. Diphoton mass distributions (a) for events in the 3⇡ mass range 0.7825–0.7850GeV/c2 and (b) for events in the 3⇡
mass range 0.9000–0.9025GeV/c2. The convention in the figure is the same as in Fig. 16.
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Figure 18. Distribution of 3⇡ mass spectrum (left) for M(3⇡) less than 1.05GeV/c2 and (right) for M(3⇡) greater than
1.05GeV/c2. The points with error bars are determined from diphoton mass fits in each M(3⇡) bin. The filled stacked
histograms are the estimated contributions of residual backgrounds. The number of events measured in each M(3⇡) bin are
scaled to the 25MeV/c2 bin width.

B. Unfolding procedure866

The signal-only 3⇡ mass spectrum resulting from the867

signal extraction fits is unfolded to account for the migra-868

tion of the events across di↵erent bins due to the e↵ect869

of the detector response and FSR. The iterative dynamic870

stable unfolding method (IDS) [53] is used to unfold the871

original signal yield. The typical M(3⇡) mass resolution872

based on simulation is 6.5MeV/c2 at the ! resonance.873

The detector resolution is comparable to the width of874

the ! and � resonances.875

Unfolding transforms a measured spectrum into a gen-876

erated spectrum based on a transfer matrix Aij . The877

matrix Aij , which describes the probability of event mi-878

gration from the ith measured M(3⇡) bin to the jth gen-879

erated mass bin, is obtained from the simulated sample880
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and the global fit of Ref. [32], which includes the BABAR1071

result,1072

a3⇡µ (0.62–1.8GeV) = (45.91± 0.37± 0.38)⇥ 10�10.

The Belle II cross section is 6.9% higher than the cross1073

section observed by BABAR and 6.5% higher than the1074

result of the global fit. The compatibility with either is1075

2.5�. The values of a3⇡µ are calculated separately for the1076

energy ranges below 1.05GeV and 1.05–2.0GeV to com-1077

pare with BABAR, and in both regions, the di↵erences1078

are 7%.1079

X. DISCUSSION1080

Although similar analysis procedures are used by1081

BABAR [31] and Belle II measurements, there are sev-1082

eral di↵erences. The data size used by Belle II (191 fb�1)1083

is 2.4 times smaller than that of BABAR (469 fb�1). The1084

generator used for the signal simulation is AfkQed [57–1085

59] in BABAR and is PHOKHARA [20, 21, 40] in Belle II.1086

There is a di↵erence in the ISR QED simulation between1087

the two programs. Both experiments use kinematical 4C1088

fits for the signal selection. However, BABAR uses only1089

the measured direction for the ISR photon keeping the1090

energy as a free fit parameter while Belle II uses the mea-1091

sured ISR photon energy in their 4C fit. BABAR selects1092

⇡0’s by counting the number of events in a mass win-1093

dow in M(��), while Belle II determines the ⇡0 yield by1094

fitting the M(��) distribution. Although the size of the1095

background in the ! region is less than 1% in both exper-1096

iments, these di↵erences a↵ect the size of the remaining1097

background.1098
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Figure 24. Energy dependence of the vacuum polarization
corrections |1�⇧(s0)|2 reproduced from Ref. [56].

The systematic uncertainty of the cross section in the1099

! resonance region is 1.3% for BABAR and is 2.2% in1100

Belle II. BABAR’s systematic uncertainty is dominated1101

by detector e↵ects (1.2%), which are mainly from the1102

uncertainty in ⇡0 detection and in tracking. Belle II’s1103

uncertainty is also dominated by the uncertainty of the1104

⇡0 e�ciency (1.0%) and the tracking e�ciency (0.8%).1105

In addition, Belle II takes into account 1.2% due to the1106

uncertainty in ISR photon simulation according to the1107

recent observation in Ref. [51].110811091110

XI. SUMMARY1111

In summary, we measure the cross section for the pro-1112

cess e+e� ! ⇡+⇡�⇡0 in the energy range from 0.62GeV1113

Differences of the measured cross section around the  resonance ω

•
• main syst. uncertainties from efficiency and absence of NNLO in the MC

• 6.5% higher (  significant) than the global fit ➔ move to smaller ‘anomaly’ 

a3π
μ (0.62 − 1.8 GeV) = (48.91 ± 0.23 ± 1.07) × 10−10

2.5σ
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The systematic uncertainty of the cross section in the1099

! resonance region is 1.3% for BABAR and is 2.2% in1100

Belle II. BABAR’s systematic uncertainty is dominated1101

by detector e↵ects (1.2%), which are mainly from the1102

uncertainty in ⇡0 detection and in tracking. Belle II’s1103

uncertainty is also dominated by the uncertainty of the1104

⇡0 e�ciency (1.0%) and the tracking e�ciency (0.8%).1105
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uncertainty in ISR photon simulation according to the1107

recent observation in Ref. [51].110811091110

XI. SUMMARY1111

In summary, we measure the cross section for the pro-1112
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Closing remarks
Belle II has collected over  data sample in its first 3 years of 
operation before LS1, and started Run 2 data-taking in Feb. this year.

With the data set of ~1/2 the size of Belle, the physics precision of Belle II 
results are comparable or better in many analyses.

Recent Belle II physics highlights include first evidence for , 
and inclusive test of LFU with .                (PRD 109, 112006 (2024))

Belle II started her endeavor to understand the ‘Incl.-Excl. tension’ on 
 and .

After summer shutdown, Run 2 will resume very soon with the goal of 
collecting a several  data in the next few years.  Please stay tuned!

0.4 ab−1

B+ → K+νν̄
B → Xτν

|Vub | |Vcb |

ab−1
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Thank you!


