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to Linac
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s = 10.58 GeV = m⌥(4S)c
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“B-tagging”

We also have data taken off-resonance 
as well as energy scan around Υ(5S)

3
unique to  B-factorye+e−
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2 x mB = 10.56 GeV
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Non-leptonic hadron decays at e+e– colliders

• Coherent production of meson-antimeson 
pairs with kinematics constrained by 
precisely known collision energy 

• Simple and clean event topologies: 
hadronic events have typically O(10) 
particles 

• Asymmetric-energy colliders: boosted 
production for time-dependent 
measurements 

• Hermetic detectors: excellent (and 
kinematically unbiased) efficiencies for all 
final states, including neutral hadrons 
such as π0, η, KS0, KL0, n
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B-Factory basics 

• Asymmetric collider 
Boost of center-of-mass 

• Excellent vertexing 
performance ( ) 

• coherent  pairs 
production 

• Excellent flavour tagging 
performance

⇒

σ ∼ 15 μm
BB

6

Expected Mbc ≃ mBExpected ΔE ≃ 0

ΔE = E*B − s /2 Mbc = ( s /2)2 − ⃗p*2
B

•   
constrained kinematics 

• Hermetic detector  complete event 
reconstruction

s = m(Υ(4S)) = 10.58 GeV ≃ 2mB ⇒

⇒

 
measurement of 

 for time 
dependent CP 
violation (TDCPV) 

Δt

9
Invariant  mass with  energy 

replaced by half of the collision energy.
B B Difference between expected and 

observed B energy

Signal 
Continuum 

 backgroundBB̄

B factory analysis 101 

SignalContinuum 

Point-like particles colliding at BBbar threshold: low background and 
knowledge of initial state offers stringent kinematic constraints.  

Extract signal using

kinematics event shape
Event topology

KinematicsKey variables of B decays
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Belle (1999-2010) 
Luminosity

•  

 for   

•

∫ ℒtotal = 1039 fb−1

980 fb−1 Ξ0
c

∫ ℒΥ(4S) = 711 fb−1
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Belle II Physics Mind-map

Image courtesy of Tom Browder
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• only two  mesons in the final 

state

• Since the initial state is clearly 
determined, fully accounting 
one  ( ) makes it possible 
to constrain the accompanying 

 ( )

• Having a single missing particle 
(e.g. ) is usually as clean as 
getting all particles measured

• The price to pay is a big drop of 
efficiency ( ) 

e+e− → Υ(4S) → BB
B

B Btag

B Bsig

ν

< 𝒪(1%)

To handle a missing particle at Belle IIFEI
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FEI algorithm to reconstruct 

• uses ~200 BDT’s to reconstruct  different 
 decay chains 

• assign signal probability of being correct 

Btag

𝒪(104)
B

Btag

Full Event Interpretation
Btag Bsig

FEI



Some physics highlights



X

(B ! D
(⇤)

⌧+⌫) Overview
• missing piece of B semileptonic decays

• good features

- due to heavy m⌧ , sensitive to H
+

- B(B ! D
(⇤)

⌧+⌫) � B(B+
! ⌧+⌫)

- access to more dynamical info. through
⌧ polarization

• but, very difficult for analysis

- multiple ⌫ ’s
- large background from B ! DX`+⌫

• B ! D
(⇤)

⌧+⌫ depends on form-factor

- but, it can be deduced from
B

+
! D

(⇤)
`+⌫

3

(SM) B(B ! D
⇤
⌧+⌫) ⇡ 1.4%, B(B ! D⌧+⌫) ⇡ 0.7%

Youngjoon Kwon New physics search in hadronic penguins and leptonic B decays Sep. 21, 2009 @ FLAVIAnet Workshop23 / 67
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B ! D(⇤)⌧+⌫
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0 &∗ Measurement

2023/07/18 K. Kojima (on behalf of the Belle II Collaboration) / Lepton Photon 2023

We perform the first measurement of                                         at Belle II.4 5∗ = ℬ 7! → 5∗2*&̅+
ℬ 7! → 5∗ℓ*&̅ℓ

• +meson pairs are reconstructed using the hadronic + tagging method.
• <∗ mesons are reconstructed through <∗* → <)>*/<*>), and <∗) → <)>), 

and @ decays are reconstructed leptonically via @ → ABB̅/DBB̅.

• The yields of ;+ → <∗@&B̅1 and ;+ → <∗ℓ&B̅ℓ modes are extracted simultaneously 
among three <∗ modes by fitting 62344

' and :567 in two dimensions. 

!

"∗"

#$#
##

"# %$%&'"
&(

%"

"(

%"

'(

ℓ(

!

!

Post-fit distributions for U∗$ → U5W$ 1.5 < -)*++
' < 6.0 GeV/3' '

2. :567: A linear sum of the energy of calorimeter clusters not used for the + ;+ reconstruction
1. 62344

' ≡ G8687 − G-89: − G9∗ − Gℓ
'

: Missing mass
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 from Belle IIR(D*)

14

R(D*) ≡
ℬ(B → D*τ+ν)
ℬ(B → D*ℓ+ν)

arXiv:2401.02840 
PRD accepted

First  result from Belle II 

Analysis features 
• Use hadronic B-tagging with FEI

• leptonic  decays, 

• three  modes:  and 

Signal ( ) & Normalization ( ) 
• extracted simultaneously

• by fitting 2D  

R(D*)

τ τ+ → ℓ+νℓν̄τ
D* D*+ → D0π+, D+π0 D*0 → D0π0

B → D*τ+ν B → D*ℓ+ν

(M2
miss, EECL)

LF
U

 te
st

 in
 B

el
le

 II
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First  result from Belle II 

Analysis features 
• Use hadronic B-tagging with FEI (slide 64)

• leptonic  decays, 

• three  modes:  and 

Signal ( ) & Normalization ( ) 
• extracted simultaneously

• by fitting 2D  

R(D*)

τ τ+ → ℓ+νℓν̄τ
D* D*+ → D0π+, D+π0 D*0 → D0π0

B → D*τ+ν B → D*ℓ+ν

(M2
miss, EECL)

 from Belle IIR(D*)
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Figure 6.1: The 2D PDFs of EECL and M2

miss
from B ! D⇤⌧�⌫⌧ (left) , B ! D⇤`�⌫` (middle) , and B ! D⇤⇤`�⌫`

(right). The z-axis corresponds to an arbitrary normalization to demonstrate the shape di↵erence in the
distributions.

R(D⇤) =
B(B ! D⇤⌧�⌫)

B(B ! D⇤`�⌫)
(` = e, µ)

=
ND⇤⌧⌫

(ND⇤`⌫/2)
· "D

⇤`⌫

"D⇤⌧⌫
(6.1)

where ND⇤⌧(`)⌫ is the observed number of D⇤⌧(`)⌫ can-474

didates in the data and "D⇤⌧(`)⌫ is the reconstruction475

e�ciency of correctly reconstructed B ! D⇤⌧(`)⌫ can-476

didates. The factor of 2 in the denominator averages477

the summed yield from two modes with light leptons,478

` 2 {e, µ}. We assume isospin symmetry for charged479

and neutral B meson decays and set R(D⇤) = R(D⇤0) =480

R(D⇤+). Here, the reconstruction e�ciencies are defined481

as482

"D⇤⌧⌫(D⇤`⌫) =
N rec

D⇤⌧⌫(D⇤`⌫)

Ngen

D⇤⌧⌫(D⇤`⌫)

, (6.2)483

where N rec

D⇤⌧(`)⌫ and Ngen

D⇤⌧(`)⌫ are the number of recon-484

structed and generated D⇤⌧(`)⌫ decays in the MC, re-485

spectively.486

The fit includes some parameters that are uncon-487

strained and others subject to Gaussian constraints. We488

define four event categories in the fit and additionally489

divide the background events with a correctly recon-490

structed D⇤ candidate into five sub-categories. The491

yields of each category or sub-category are parameter-492

ized as follows.493

1. Signal events:494

The yield ND⇤⌧⌫ is parameterized by Eq. (6.3).495

ND⇤⌧⌫ = R(D⇤) · ND⇤`⌫

2
· "D

⇤⌧⌫

"D⇤`⌫
. (6.3)496

The yield is floated freely, the reconstruction e�-497

ciencies of the signal and the normalization events498

are nuisance parameters constrained by the MC ex-499

pectations.500

2. Signal events with a mis-identified lepton candi-501

date:502

B ! D⇤⌧�⌫⌧ candidates accompanying a fake lep-503

ton candidate from the tau decay which passes lep-504

ton ID requirement can also be considered as signal505

events. The yield N `-misID

D⇤⌧⌫ is fixed relative to the506

yield ND⇤⌧⌫ using the ratio determined in the MC.507

3. Normalization events:508

The yield ND⇤`⌫ is parameterized for neutral and509

charged B modes based on their branching frac-510

tions, reconstruction e�ciency ("D⇤`⌫), NBB , and511

the branching factions of ⌥(4S) ! B0B0 (f00),512

where f00 = 0.486± 0.012 [39]. The yield is floated513

freely, but f00, NBB , and "D⇤`⌫ are constrained nui-514

sance parameters.515

4. Background events with a correctly reconstructed516

D⇤ candidate: The B ! D⇤⇤`�⌫ yield (ND⇤⇤`⌫)517

is allowed to vary since the branching fractions are518

not measured, while the hadronic B decay yield519

(NHad.B), B0 $ B+ cross feeds of semileptonic B520

decay yield (NBCF), continuum event yield (Nqq),521

and other background event yield (Nother) are fixed522

to the MC value.523

5. Background events with a fake D⇤ candidate:524

The yield NFakeD⇤ is floated with a constraint given525

by the calibration factor determined in the �MD⇤526

fits.527

The treatment of fit parameters is summarized in Ta-528

ble 6.1. B(B0 ! D⇤+`�⌫`) is common to the fit cate-529

gories of D⇤+ ! D0⇡+ and D⇤+ ! D+⇡0. The other530

parameters are floated independently in each D⇤ mode.531

In total 6 parameters are floated as shown in Table 6.1,532

11 nuisance parameters are constrained in the fit, addi-533

tionally.534

The PDFs used in the fit are constructed from MC535

template distributions. The existence of empty bins in536

the templates introduces potential biases in the determi-537

nation of the signal yield due to limited size of the sim-538

ulation samples. An adaptive kernel density estimation539

(KDE) [40] method is used to estimate the probability540

density in those empty bins, and the KDE is applied to541
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the summed yield from two modes with light leptons,478

` 2 {e, µ}. We assume isospin symmetry for charged479

and neutral B meson decays and set R(D⇤) = R(D⇤0) =480

R(D⇤+). Here, the reconstruction e�ciencies are defined481

as482

"D⇤⌧⌫(D⇤`⌫) =
N rec

D⇤⌧⌫(D⇤`⌫)

Ngen

D⇤⌧⌫(D⇤`⌫)

, (6.2)483

where N rec

D⇤⌧(`)⌫ and Ngen

D⇤⌧(`)⌫ are the number of recon-484

structed and generated D⇤⌧(`)⌫ decays in the MC, re-485

spectively.486

The fit includes some parameters that are uncon-487

strained and others subject to Gaussian constraints. We488

define four event categories in the fit and additionally489

divide the background events with a correctly recon-490

structed D⇤ candidate into five sub-categories. The491

yields of each category or sub-category are parameter-492

ized as follows.493

1. Signal events:494

The yield ND⇤⌧⌫ is parameterized by Eq. (6.3).495

ND⇤⌧⌫ = R(D⇤) · ND⇤`⌫

2
· "D

⇤⌧⌫

"D⇤`⌫
. (6.3)496

The yield is floated freely, the reconstruction e�-497

ciencies of the signal and the normalization events498

are nuisance parameters constrained by the MC ex-499

pectations.500

2. Signal events with a mis-identified lepton candi-501

date:502

B ! D⇤⌧�⌫⌧ candidates accompanying a fake lep-503

ton candidate from the tau decay which passes lep-504

ton ID requirement can also be considered as signal505

events. The yield N `-misID

D⇤⌧⌫ is fixed relative to the506

yield ND⇤⌧⌫ using the ratio determined in the MC.507

3. Normalization events:508

The yield ND⇤`⌫ is parameterized for neutral and509

charged B modes based on their branching frac-510

tions, reconstruction e�ciency ("D⇤`⌫), NBB , and511

the branching factions of ⌥(4S) ! B0B0 (f00),512

where f00 = 0.486± 0.012 [39]. The yield is floated513

freely, but f00, NBB , and "D⇤`⌫ are constrained nui-514

sance parameters.515

4. Background events with a correctly reconstructed516

D⇤ candidate: The B ! D⇤⇤`�⌫ yield (ND⇤⇤`⌫)517

is allowed to vary since the branching fractions are518

not measured, while the hadronic B decay yield519

(NHad.B), B0 $ B+ cross feeds of semileptonic B520

decay yield (NBCF), continuum event yield (Nqq),521

and other background event yield (Nother) are fixed522

to the MC value.523

5. Background events with a fake D⇤ candidate:524

The yield NFakeD⇤ is floated with a constraint given525

by the calibration factor determined in the �MD⇤526

fits.527

The treatment of fit parameters is summarized in Ta-528

ble 6.1. B(B0 ! D⇤+`�⌫`) is common to the fit cate-529

gories of D⇤+ ! D0⇡+ and D⇤+ ! D+⇡0. The other530

parameters are floated independently in each D⇤ mode.531

In total 6 parameters are floated as shown in Table 6.1,532

11 nuisance parameters are constrained in the fit, addi-533

tionally.534

The PDFs used in the fit are constructed from MC535

template distributions. The existence of empty bins in536

the templates introduces potential biases in the determi-537

nation of the signal yield due to limited size of the sim-538

ulation samples. An adaptive kernel density estimation539

(KDE) [40] method is used to estimate the probability540

density in those empty bins, and the KDE is applied to541
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 from Belle IIR(D*)
Fit projections for the sub-mode  D*+ → D0π+

16

Systematics 
• dominant sources:  PDF shape, MC statisticsEECL

(peak-bin yield ~O(600))
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Figure 6. Distributions of EECL in the signal-enhanced region 1.5 < M2

miss < 6.0 GeV2/c4 for the D⇤+ ! D0⇡+ (left),
D⇤+ ! D+⇡0 (middle), and D⇤0 ! D0⇡0 (right) modes, with fit projections overlaid. The bottom panel presents pull values
from fit results. The rectangular-shaded regions on the histograms and in the pull plot correspond to statistical uncertainties
in the fit.

Table VII. Observed (expected) yields of the signal and normalization modes. The index i designates the fit category for the
three D⇤ decays. Only statistical uncertainties are given.

Parameter Observed (expected) yield

D⇤+ ! D0⇡+ D⇤+ ! D+⇡0 D⇤0 ! D0⇡0

N i
D⇤⌧⌫ +N i

D⇤⌧⌫,`-misID 50.9± 7.8 7.8± 1.2 49.2± 7.5

N i
D⇤`⌫ 1084.6± 36.7 (1041.0± 11.2) 137.9± 6.6 (133.2± 4.3) 940.9± 36.0 (927.2± 10.7)

across all D⇤ modes from 0% to 200% of the expected
yields in the simulation. The variation is repeated 1000
times and the maximum and minimum shifts observed in
�R(D⇤) are assigned as the systematic uncertainty for
each of the background categories. These uncertainties
are combined in a quadratic sum for all three categories,
resulting in a total systematic uncertainty of +2.7%

�2.3%.

A similar procedure is employed to determine the un-
certainty from the composition of the hadronic B decay

background. The branching fractions of B ! D⇤D(⇤)
s

and B ! D⇤n⇡(⇡0) decays are varied by their uncer-
tainties according to a single Gaussian distribution to

obtain �R(D⇤). Uncertainties between B ! D⇤D(⇤)
s

decays are assumed to be fully correlated while those
between B ! D⇤n⇡(⇡0) decays are treated as uncorre-

lated. The correlation for B ! D⇤D(⇤)
s decays takes into

account the systematic variation due to cross feed in the
branching fraction measurement [53]. Contributions of
hadronic B decays that are not measured are also varied
from 0% to 200% of their estimated branching fraction,
while B ! D⇤D(⇤)K decays are not considered because
they contribute only a small fraction to the total back-
ground. The total uncertainty from all hadronic B de-
cays is 2.1%, which is the quadratic sum of the individual
sources.

Systematic uncertainties arise from various e�ciency
corrections applied to the signal and normalization chan-

nels. These include the correction of the FEI recon-
struction e�ciency and the e�ciency corrections due to
track reconstruction, lepton and hadron identification, as
well as the low-momentum ⇡, K0

S , and ⇡0 reconstruction.
Each of the e�ciency corrections is varied by±1� and the
resulting di↵erences in the PDF shapes are determined.
The systematic uncertainty is 2.0%, which is obtained by
adding these di↵erences in quadrature.

The KDE smooths the template histograms using a
user-specified width scale factor for local densities. The
PDF shape depends on the assigned value of this scale
factor. To determine the systematic uncertainty associ-
ated with the KDE, the PDFs after the KDE are fit to
simplified simulated experiments where KDE is not ap-
plied. The fit is repeated for 1000 simplified simulated
experiments, and the observed shift in the �R(D⇤) dis-
tribution is taken as the systematic uncertainty of +2.0%

�0.8%.

The form factors for the semileptonic B decay models
used in the simulation impact the distributions of kine-
matic quantities, such as q2, and thus the PDF shapes
in the final fit. To determine the associated systematic
uncertainty, the 1� uncertainties on the weights used for
the form factor weighting are employed to construct co-
variance matrices for each signal D⇤ decay and each cat-
egory of semileptonic B decays. An alternative PDF is
then constructed by random sampling from the resulting
covariance matrices. The varied PDF is used in an al-

<latexit sha1_base64="vh7uMhMp1cdGjex71EdQh4st5p8=">AAACM3icbZBJSgNBFIarHWOcYly6KQxCohi6ExN1IcRh4TKKGSAT1dWVpEj1QFW1EJo+gwfwHB7ArR5AxJ0Irtx4AivDQhN/KPj433u8er/pMSqkrr9qM7Nz8wuLkaXo8srq2npsI14Wrs8xKWGXubxqIkEYdUhJUslI1eME2SYjFbN3PqhXbgkX1HVuZN8jDRt1HNqmGElltWK56+RFczcFT6CezuQzrWBfT+vZ47AZ7Ck4MEIYhGMzMzazubAVSygYCk6DMYZEIXV3+h1/EcVW7LNuudi3iSMxQ0LUDN2TjQBxSTEjYbTuC+Ih3EMdUlPoIJuIRjA8L4Q7yrFg2+XqORIO3d8TAbKF6Num6rSR7IrJ2sD8tybUV7rEmlgv20eNgDqeL4mDR9vbPoPShYMAoUU5wZL1FSDMqToA4i7iCEsVc1QlY0zmMA3lTNrIp3NXKqIzMFIEbIFtkAQGOAQFcAmKoAQwuAeP4Ak8aw/am/aufYxaZ7TxzCb4I+3rB6EtqP8=</latexit>
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LFU test via  vs. R(D) R(D*)
R(D*) ≡

ℬ(B → D*τ+ν)
ℬ(B → D*ℓ+ν)

WA is  from SM.3.17σ
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Why measure ? 
• different systematics from 

• hence, a complementary test of LFU 

Procedure 
• use  modes

• select events with , with remaining 
particles attributed to 

• distinguish signal from background by using 
 and 

• background mostly from ; some 
continuum and fake leptons

R(Xτ/ℓ)
R(D(*))

τ → ℓντνℓ
Btag + ℓ

X

M2
miss pB

ℓ
b → c → ℓ

Inclusive LFU test w/ R(Xτ/ℓ)
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R(X⌧/`) =
B(B ! X⌧⌫)

B(B ! X`⌫)

Phys. Rev. Lett. 132, 
211804 (2024)
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, event distributions R(Xτ/ℓ)

! ⁄" ℓ($) – updates to modeling

• Use separate , and + templates for each of >)*, >ℓ*, F QF bkg 
and continuum (Q( (constrained using off-peak data)

• Main challenge is to produce reliable template shapes

• Detailed adjustments to MC (FFs, F and - BFs)

• Detailed corrections based on comparisons of simulation with 
control regions:  low (6 (>Gℓ*), low O3455

6 (>Gℓ*), high OH 
(background)

• Example: adjust OH in _ℓ > 1.4 GeV sideband; using these 
weights also improves modeling in O3455

6  (shown) and (6
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Main sources of systematic uncertainty:
• MC stat  ±5.7 %
• Bkg shape ±5.5 %
• '' modeling ±7.1 %
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weights
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and continuum (Q( (constrained using off-peak data)

• Main challenge is to produce reliable template shapes

• Detailed adjustments to MC (FFs, F and - BFs)

• Detailed corrections based on comparisons of simulation with 
control regions:  low (6 (>Gℓ*), low O3455

6 (>Gℓ*), high OH 
(background)

• Example: adjust OH in _ℓ > 1.4 GeV sideband; using these 
weights also improves modeling in O3455
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• Bkg shape ±5.5 %
• '' modeling ±7.1 %
• . → /(ℓ% BFs ±7.7 %
• . → /(ℓ% FFs ±7.9 %

After 
'' 

weights

for reliable template shapes for fitting 

• make detailed adjustments to MC (FF’s,  
and  BF’s)

• corrections by comparing MC to data in 
control region: low , low , high 

• e.g. adjust  in  > 1.4 GeV sideband; 
using these weights also improves modeling 
in  and 
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 ResultsR(Xτ/ℓ)
5

Figure 1: Two-dimensional distributions of electron (left) and muon (right) momentum in the Bsig rest frame pB`
and the missing mass squared M2

miss, flattened to one dimension in intervals as used in the signal extraction fit, with
the fit results overlaid. The hatched area shows the total statistical and systematic uncertainty, added in quadrature
for each interval. The residuals are normalized to the statistical uncertainty of the data points and the M2

miss

intervals are given in units of GeV2/c4.

spective muon-mode e�ciencies are (1.12± 0.02)⇥ 10�3

and (2.15±0.03)⇥10�3 due to more-restrictive pµ thresh-
olds.

We fit the experimental (pB` , M
2
miss) spectra as shown

in Fig. 1 and measure electron (muon) normalization
yields of Nmeas

e = 95690 ± 770 (Nmeas
µ = 89970 ± 810)

and electron (muon) signal yields of Nmeas
⌧!e = 2590± 450

(Nmeas
⌧!µ = 1810 ± 460). From these yields, we cal-

culate R(X⌧/`) using Ngen
⌧ = Ngen

⌧!`/B(⌧ ! `⌫⌫) via

R(X⌧/`) = (Nmeas
⌧!` /N

meas
` )(N sel

` /N sel
⌧!`)(N

gen
⌧ /Ngen

` ).

Table I: Relative statistical and systematic uncertainties
on the value of R(X⌧/`).

Source
Uncertainty [%]

e µ `

Experimental sample size 8.8 12.0 7.1
Simulation sample size 6.7 10.6 5.7
Tracking e�ciency 2.9 3.3 3.0
Lepton identification 2.8 5.2 2.4
Xc`⌫ MX shape 7.3 6.8 7.1
Background (p`,MX) shape 5.8 11.5 5.7
X`⌫ branching fractions 7.0 10.0 7.7
X⌧⌫ branching fractions 1.0 1.0 1.0
Xc⌧(`)⌫ form factors 7.4 8.9 7.8

Total 18.1 25.6 17.3

We estimate the size of each systematic uncertainty
by refitting the simulated spectrum with all systematic
sources fixed and then with all but one source fixed, and
take the quadrature di↵erence between the two.

The resulting uncertainties are summarized in Table I.
The largest uncertainties are associated with the experi-
mental and simulation sample sizes. Normalization and

BB background shape uncertainties associated with the
simulation reweightings are driven by the sample sizes of
the control samples. They should decrease with larger
sample sizes like statistical uncertainties, as should the
branching-fraction uncertainties, which are dominated
by constraints on the 100% uncertainty assigned to the
branching fraction of the nonresonant gap modes from
the fit to data. These sources are comparable to the
form-factor uncertainties, which are dominated by devi-
ations between form-factor model parametrizations for
B ! D⇤`⌫ processes.
We find R(X⌧/`) for electrons and muons of

R(X⌧/e) = 0.232± 0.020 (stat)± 0.037 (syst), and

R(X⌧/µ) = 0.222± 0.027 (stat)± 0.050 (syst),

respectively. By combining light-lepton flavors in a
weighted average of correlated values, we find

R(X⌧/`) = 0.228± 0.016 (stat)± 0.036 (syst).

This work started as a blind analysis. Unblinding of an
earlier version exposed a significant correlation of the re-
sults with the lepton momentum threshold, attributed to
a biased selection applied in an early data-processing step
and to insu�cient treatment of low-momentum back-
grounds. We reblinded, removed the problematic se-
lection, tightened lepton requirements, and introduced
the lepton-secondary and muon-fake reweightings. The
results are now independent of the lepton momentum
threshold, and are consistent between subsets of the full
data set when split by lepton charge, tag flavor, lepton
polar angle, and data collection period. We verify that
the reweighting uncertainties cover mismodeling of D-
meson decays by varying the branching ratio of each de-

5
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and (2.15±0.03)⇥10�3 due to more-restrictive pµ thresh-
olds.

We fit the experimental (pB` , M
2
miss) spectra as shown

in Fig. 1 and measure electron (muon) normalization
yields of Nmeas

e = 95690 ± 770 (Nmeas
µ = 89970 ± 810)

and electron (muon) signal yields of Nmeas
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We estimate the size of each systematic uncertainty
by refitting the simulated spectrum with all systematic
sources fixed and then with all but one source fixed, and
take the quadrature di↵erence between the two.

The resulting uncertainties are summarized in Table I.
The largest uncertainties are associated with the experi-
mental and simulation sample sizes. Normalization and

BB background shape uncertainties associated with the
simulation reweightings are driven by the sample sizes of
the control samples. They should decrease with larger
sample sizes like statistical uncertainties, as should the
branching-fraction uncertainties, which are dominated
by constraints on the 100% uncertainty assigned to the
branching fraction of the nonresonant gap modes from
the fit to data. These sources are comparable to the
form-factor uncertainties, which are dominated by devi-
ations between form-factor model parametrizations for
B ! D⇤`⌫ processes.
We find R(X⌧/`) for electrons and muons of

R(X⌧/e) = 0.232± 0.020 (stat)± 0.037 (syst), and

R(X⌧/µ) = 0.222± 0.027 (stat)± 0.050 (syst),

respectively. By combining light-lepton flavors in a
weighted average of correlated values, we find

R(X⌧/`) = 0.228± 0.016 (stat)± 0.036 (syst).

This work started as a blind analysis. Unblinding of an
earlier version exposed a significant correlation of the re-
sults with the lepton momentum threshold, attributed to
a biased selection applied in an early data-processing step
and to insu�cient treatment of low-momentum back-
grounds. We reblinded, removed the problematic se-
lection, tightened lepton requirements, and introduced
the lepton-secondary and muon-fake reweightings. The
results are now independent of the lepton momentum
threshold, and are consistent between subsets of the full
data set when split by lepton charge, tag flavor, lepton
polar angle, and data collection period. We verify that
the reweighting uncertainties cover mismodeling of D-
meson decays by varying the branching ratio of each de-
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R(Xτ/ℓ) = 0.228 ± 0.016 ± 0.036

R(Xτ/e) = 0.232 ± 0.020 ± 0.037
R(Xτ/μ) = 0.222 ± 0.027 ± 0.050

Consistent with SM:  0.223 ± 0.005
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cay D ! K(anything) within its uncertainty as provided
in Ref. [32] while fixing the total event normalization.

Our result is in agreement with an average of standard-
model predictions of 0.223 ± 0.005 [37, 38, 40] but also
is consistent with a hypothetically enhanced semitauonic
branching fraction as indicated by the R(D(⇤)) world av-
erages [44] (cf. Fig. 2). This is the first measurement of
the tau-to-light-lepton inclusive semileptonic branching
fraction ratio in B mesons.

Figure 2: Constraints on R(D(⇤)) from the measured
R(X⌧/`) value (red), as described in the supplemental

material [19], compared to the world average of R(D(⇤))
(blue [11]) and the standard model expectation
(gray/black [11, 44]).
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de Physique Nucléaire et de Physique des Particules
(IN2P3) du CNRS and L’Agence Nationale de la
Recherche (ANR) under grant ANR-21-CE31-0009
(France); BMBF, DFG, HGF, MPG, and AvH Founda-
tion (Germany); Department of Atomic Energy under
Project Identification No. RTI 4002, Department of
Science and Technology, and UPES SEED funding
programs No. UPES/R&D-SEED-INFRA/17052023/01
and No. UPES/R&D-SOE/20062022/06 (India); Israel
Science Foundation Grant No. 2476/17, U.S.-Israel
Binational Science Foundation Grant No. 2016113,
and Israel Ministry of Science Grant No. 3-16543;
Istituto Nazionale di Fisica Nucleare and the Research
Grants BELLE2; Japan Society for the Promo-
tion of Science, Grant-in-Aid for Scientific Research
Grants No. 16H03968, No. 16H03993, No. 16H06492,
No. 16K05323, No. 17H01133, No. 17H05405,
No. 18K03621, No. 18H03710, No. 18H05226,
No. 19H00682, No. 22H00144, No. 22K14056,
No. 22K21347, No. 23H05433, No. 26220706, and
No. 26400255, the National Institute of Informat-
ics, and Science Information NETwork 5 (SINET5),
and the Ministry of Education, Culture, Sports,
Science, and Technology (MEXT) of Japan; Na-
tional Research Foundation (NRF) of Korea Grants
No. 2016R1D1A1B02012900, No. 2018R1A2B3003643,
No. 2018R1A6A1A06024970, No. 2019R1I1A3A-
01058933, No. 2021R1A6A1A03043957, No. 2021R1-
F1A1060423, No. 2021R1F1A1064008, No. 2022R1A2C-
1003993, and No. RS-2022-00197659, Radiation Science
Research Institute, Foreign Large-Size Research Facility
Application Supporting project, the Global Science
Experimental Data Hub Center of the Korea Institute of
Science and Technology Information and KREONET/-
GLORIAD; Universiti Malaya RU grant, Akademi
Sains Malaysia, and Ministry of Education Malaysia;
Frontiers of Science Program Contracts No. FOINS-296,
No. CB-221329, No. CB-236394, No. CB-254409, and
No. CB-180023, and SEP-CINVESTAV Research Grant
No. 237 (Mexico); the Polish Ministry of Science and
Higher Education and the National Science Center; the
Ministry of Science and Higher Education of the Russian
Federation, Agreement No. 14.W03.31.0026, and the
HSE University Basic Research Program, Moscow;
University of Tabuk Research Grants No. S-0256-1438
and No. S-0280-1439 (Saudi Arabia); Slovenian Research
Agency and Research Grants No. J1-9124 and No. P1-
0135; Agencia Estatal de Investigacion, Spain Grant
No. RYC2020-029875-I and Generalitat Valenciana,
Spain Grant No. CIDEGENT/2018/020; National Sci-
ence and Technology Council, and Ministry of Education

LF
U

 te
st

 in
 B

el
le

 II
Phys. Rev. Lett. 132, 

211804 (2024)



Recent physics highlights from Belle II                  Youngjoon Kwon (Yonsei U.)                  Aug. 29, 2024  for Flavor Mini-Workshop @ Yonsei 22



Recent physics highlights from Belle II                  Youngjoon Kwon (Yonsei U.)                  Aug. 29, 2024  for Flavor Mini-Workshop @ Yonsei 23

In the SM, 
•  

sensitive to new physics BSM, e.g. 
• leptoquarks,
• axions,
• DM particles, etc. 

ℬ(B+ → K+νν̄) = (5.58 ± 0.37) × 10−6 [4]

Evidence for B+ ! K+⌫⌫̄ Decays1

Ann Author1, ⇤ and Second Author1, †2

(Belle II Collaboration)3

1Authors’ institution and/or address4

This line break forced with \\5

We search for the rare decay B+ ! K+⌫⌫̄ in a 362 fb�1 sample of electron-positron collisions6

at the ⌥ (4S) resonance collected with the Belle II detector at the SuperKEKB collider. We use7

the inclusive properties of the accompanying B meson in the ⌥ (4S) ! BB̄ events to suppress8

background from other decays of the signal B candidate and light-quark pair production. We val-9

idate the measurement with an auxiliary analysis based on a conventional hadronic reconstruction10

of the accompanying B meson. For background suppression, we exploit distinct signal features11

using machine learning methods tuned with simulated data. The signal-reconstruction e�ciency12

and background suppression are validated through various control channels. The branching frac-13

tion is extracted in a maximum likelihood fit. Our inclusive and hadronic analyses yield con-14

sistent results for the B+ ! K+⌫⌫̄ branching fraction of [2.8± 0.5(stat)± 0.5(syst)] ⇥ 10�5 and15 ⇥
1.1+0.9

�0.8(stat)
+0.8
�0.5(syst)

⇤
⇥ 10�5, respectively. Combining the results, we determine the branching16

fraction of the decay B+ ! K+⌫⌫̄ to be
⇥
2.4± 0.5(stat)+0.5

�0.4(syst)
⇤
⇥ 10�5, providing the first ev-17

idence for this decay at 3.6 standard deviations. The result is consistent with the standard model18

expectation at 2.8 standard deviations.19

PACS numbers: VERSION v4.020

I. INTRODUCTION21

Flavor-changing neutral-current transitions, such22

as b ! s⌫⌫̄, are suppressed in the standard23

model (SM) of particle physics, because of the24

Glashow–Iliopoulos–Maiani mechanism [1]. These transi-25

tions can only occur at higher orders in SM perturbation-26

theory through weak-interaction amplitudes that involve27

the exchange of at least two gauge bosons. One of the28

advantages of b ! s⌫⌫̄ transitions over b ! s`` transi-29

tions, where ` represents a charged lepton, is the absence30

of photon exchange. This leads to a smaller theoreti-31

cal uncertainty in b ! s⌫⌫̄ rate predictions compared to32

b ! s`` ones, which are a↵ected by the breakdown of33

factorization due to photon exchange [2].34

The b ! s⌫⌫̄ transition provides the leading ampli-35

tudes for the B
+ ! K

+
⌫⌫̄ decay, as shown in Fig. 1.36

The SM branching fraction of the B+ ! K
+
⌫⌫̄ decay [3]37

is predicted in Ref. [4] to be38

B(B+ ! K
+
⌫⌫̄) = (5.58± 0.37)⇥ 10�6

. (1)39

It includes the contribution of (0.61± 0.06)⇥ 10�6 from40

the double-charged-current B+ ! ⌧
+(! K

+
⌫)⌫̄ decays.4142

The B
+ ! K

+
⌫⌫̄ decay rate can be significantly mod-43

ified in models that predict non-SM particles, such as44

leptoquarks [5]. In addition, the B
+ meson could un-45

dergo a two-body decay to a kaon and an undetectable46

particle, such as an axion [6] or a dark-sector mediator47

[7].48

⇤
Also at Physics Department, XYZ University.

†
Second.Author@institution.edu
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FIG. 1. Lowest-order quark-level diagrams for the B+ !
K+⌫⌫̄ decay in the SM are either of the penguin, or box type.
The long-distance double-charged-current diagram arising at
tree-level in the SM also contributes to the B+ ! K+⌫⌫̄
decay.

The study of the B
+ ! K

+
⌫⌫̄ decay is experimen-49

tally challenging as the final state contains two neutrinos50

that are not reconstructed. In all analyses reported to51

date [8–13], no evidence for a signal has been found, and52

the current experimental upper limit on the branching53

fraction is 1.6⇥ 10�5 at the 90% confidence level [14].54

In this study the signal B meson is produced in the55

e
+
e
� ! ⌥(4S) ! B

+
B

� process. An inclusive tag-56

ging analysis method (ITA) exploiting inclusive proper-57

ties from the B-meson pair-produced along with the sig-58

nal B, is applied to the entire Belle II data set currently59

available, superseding the results of Ref. [13], where this60

method was first used. In addition, an auxiliary anal-61

ysis using the well-established hadronic-tagging analy-62

sis method (HTA) [9, 10] is presented; this involves ex-63

Search for  at Belle IIB+ → K+νν
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B(B+ ! K+⌫⌫) = (1.9+1.3+0.8
�1.3�0.7)⇥ 10�5

< 4.1⇥ 10�5 @ 90% CL

PRL 127, 181802 (2021)
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incl. long-distance contribution from )B → τν
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Reconstruction and Basic Selection

8

Basic reconstruction of tracks and clusters:
Charged particles: , close to collision point, in the central part of the detector
Neutral particles:  (ITA), -dependent (HTA) 
Signal kaon track candidates required to have high probability to be kaon

E > 100 MeV/c
E > 100 MeV E > [60,...,150] MeV, ϕ

Hadronic tagging  (HTA)  
Efficiency

Purity, Resolution 

Bsig

B
Υ(4S)

ν
ν̄

Rest of event 
(ROE)

q2
rec

K±

Inclusive tagging  (ITA)  

e−
Bsig

Btag

Υ(4S)

ν
ν̄

q2
rec

Other 
tracks and clusters 

in the event

e+
e+ e−

K±

 : mass squared 
of the neutrino pair
q2

rec

Two ways of tagging
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Features of ITA  
• exploits inclusive properties of 

• high efficiency, low purity 

• BDTs in two stages (BDT1 mostly for ; 
BDT2 for final signal extraction)

Btag

qq̄

Features of HTA  
• uses full decay chain information of of 

• high high purity, very low efficiency
• uses BDT for signal extraction (BDTh) 

Btag
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Signal efficiency (ITA vs. HTA)
after multi-variate analysis for ROE with BDT for BDT efficiency validation, 

see p. 42 in the Appendix

Se
ar

ch
 fo

r B
+

→
K

+
νν̄

ITA HTA
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q2 = M(⌫⌫̄)2

Phys. Rev. D. 109, 
112006 (2024)
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Closure test (ITA)
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Closure test:  (ITA)𝓑(B+ → π+K0)
Measure a branching fraction for a known rare decay mode  to validate the background 
estimation using nominal analysis, but with:

Pion ID instead of kaon ID
Different   bin boundaries
Only on-resonance data used for fit
Only normalization systematics included

Result:

B+ → π+K0

q2
rec

ℬ(B+ → π+K0) = (2.5 ± 0.5) × 10−5

Measured values consistent with PDG value 
 𝓑(B+ → π+K0) = (2.3 ± 0.08) × 10−5

     Slavomira Stefkova, slavomira.stefkova@kit.edu                                                                                                                   CKM 202315

Closure test:  (ITA)𝓑(B+ → π+K0)
Measure a branching fraction for a known rare decay mode  to validate the background 
estimation using nominal analysis, but with:

Pion ID instead of kaon ID
Different   bin boundaries
Only on-resonance data used for fit
Only normalization systematics included

Result:

B+ → π+K0

q2
rec

ℬ(B+ → π+K0) = (2.5 ± 0.5) × 10−5

Measured values consistent with PDG value 
 𝓑(B+ → π+K0) = (2.3 ± 0.08) × 10−5

Consistent with PDG:
ℬ(B+ → π+K0) = (2.3 ± 0.08) × 10−5

η(BDT2) > 0.92
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Assume B is at rest in the  rest-frame ( )Υ(4S) c = 1
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q2rec = s/4 +M2
⇡+ �

p
sE⇤

⇡+

Phys. Rev. D. 109, 
112006 (2024)
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 result (ITA)B+ → K+νν

ℬ(B+ → K+νν̄)ITA = (2.7 ± 0.5 ± 0.5) × 10−5
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η(BDT2) > 0.98
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(combined)

B+ → K+νν

ℬ(B+ → K+νν̄)ITA = (2.7 ± 0.5 ± 0.5) × 10−5

ℬ(B+ → K+νν̄)HTA = (1.1+0.9
−0.8

+0.8
−0.5) × 10−5

• Prob(null signal of ) 
= 0.012% (3.5 )

• Prob(  from SM only) 
= 0.17% (2.7 )

B+ → K+νν
σ

B+ → K+νν
σ

Se
ar

ch
 fo

r B
+

→
K

+
νν̄

ℬ(B+ → K+νν̄)comb = (2.3 ± 0.5+0.5
−0.4) × 10−5

[Note]    
(SM value not incl. )

μ = 1 ⇔ ℬ = 4.97 × 10−6

B → τν

Phys. Rev. D. 109, 
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 global pictureℬ(B+ → K+νν)
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Abstract

We estimate the beyond the Standard Model (SM) contribution to the Bs,d → γ γ double radiative decay in the framework of the model with
one universal extra dimension. This contribution gives a ∼ 3(6)% enhancement of the branching ratio calculated in the SM for Bs(d) → γ γ

(without QCD corrections).
 2006 Elsevier B.V. All rights reserved.

1. Introduction

The exploration of B-physics, including rare decays of
B-mesons, are one of the central issues of the physics pro-
grams at running and forthcoming accelerator facilities. The
process Bs,d → γ γ , which is the subject of this Letter, has a
clean experimental signature: the final photons will be easily
detected in the experiments. It would be noted that the two fi-
nal photons produced in this process may be both in a CP-even
state and in a CP-odd one. This circumstance provides a non-
conventional source for CP-violation in B-physics. In general,
the process Bs,d → γ γ is sensitive to effects beyond the Stan-
dard Model (SM). The above-mentioned experimental interest
stimulates efforts of theoretical groups as well [1–18]. More
precisely, Bs,d → γ γ was calculated in the framework of the
SM with and without QCD corrections, in multi-Higgs doublet
models, and in supersymmetric models.
It is known that in the SM the double radiative decays of the

Bs,d mesons, Bs,d → γ γ , first arise at the one-loop level with
the exchange in the loops by up-quarks andW -bosons. Branch-
ing ratios for above decays are of the order of ∼ 10−7(10−9) in
frame of the SM.

* Corresponding author.
E-mail address: meissner@itkp.uni-bonn.de (U.-G. Meißner).

1 Present address: Institut für Kernphysik, Forschungszentrum Jülich,
D-52425 Jülich, Germany.

On the other hand there is possibility to enhance above men-
tioned decays in extended versions of the SM. It was shown that
in extended versions of the SM (multi-Higgs doublet models,
supersymmetric models) one could reach a branching ratio as
large as Br(Bs → γ γ ) ∼ 10−6 depending on the parameters of
the models. This enhancement was achieved mainly due to ex-
change of charged scalar Higgs particles within the loop. There
exists an analogous possibility in other exotic models as well
for the scalar particle exchange inside the loop, which could
potentially enhance this process. For example, the Appelquist,
Cheng and Dobrescu (ACD) model with only one universal ex-
tra dimension [19] presents us with such an opportunity. One
should note that in the above approach towers of charged Higgs
particles arise as real objects with certain masses, not as ficti-
tious (ghost) fields.
In this Letter we aim to calculate the contributions from

these real scalars to the Bs,d → γ γ decay. The article is orga-
nized as follows: in Section 2 some useful information about the
ACD model, necessary for the calculations, is provided. Sec-
tion 3 is devoted to the calculation of the pertinent amplitudes.
In Section 4, numerical estimates of the branching ratios are
discussed.

2. Useful information on the structure of the ACD-model

The modern models [19–23] with extra space–time dimen-
sions have received a great deal of attention because the scale at

0370-2693/$ – see front matter  2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.physletb.2006.01.034

, an intro.B0
(s) → γγ

SM diagrams
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FIG. 2. Signal enhanced projections of Mbc (left), �E (middle), and C0
BDT (right) for the B0 ! �� analysis using Belle (top)

and Belle II (bottom) dataset. Each plot is generated by applying the signal region selection criteria on the variables other
than the plotted variable. The signal regions for the two variables are as follows, 5.27 GeV/c2 < Mbc < 5.29 GeV/c2 and –0.19
GeV < �E < 0.14 GeV for Belle and 5.27 GeV/c2 < Mbc < 5.29 GeV/c2 and –0.19 GeV < �E < 0.15 GeV for Belle II.
The cyan(dashed), red(dashed), and blue(solid) color distributions represent the signal, continuum background, and total fit
function, respectively. Points with error bars represent data.

tainties are combined in quadrature, resulting in a sys-297

tematic uncertainty of +0.58
�0.48 (+0.30

�0.32) on the signal yield,298

as presented in Table I. These uncertainties are treated299

as additive systematic uncertainties. Table II includes300

uncertainties in the photon detection e�ciency, the sig-301

nal reconstruction e�ciency, the number of produced BB̄302

pairs, and the branching fraction of ⌥(4S) to neutral303

BB̄ pairs, f00 [33]. These uncertainties are multiplica-304

tive systematic uncertainties which are proportional to305

the signal yield with fixed ratios. The systematic un-306

certainty in photon detection e�ciency is determined as307

4.0% for Belle using the recoil technique in radiative308

Bhabha events e+e– ! e+e–�, while Belle II measures it309

to be 2.7% utilizing a e+e– ! µ+µ�� data sample, which310

accounts for initial-state radiation. The uncertainty in311

signal reconstruction e�ciency is due to the limited sig-312

nal MC statistics, determined to be 0.4% (0.3%) for Belle313

(Belle II). The uncertainties on the number of BB̄ pairs314

recorded in Belle and Belle II are also considered. The315

systematic uncertainty related to the e�ciency of the re-316

quirement on CBDT and the ⇡0/⌘ veto is estimated using317

the B0 ! K⇤(890)0� control sample. The e�ciency ra-318

tio between the data and MC of those requirements is319

taken as a correction, and its uncertainty as the asso-320

ciated systematic error. Since there are two photons in321

the signal decay final state and only one in the control322

mode final state, the correction and systematic uncer-323

tainty are considered twice. An uncertainty of 2.8% is324

assigned due to the timing criteria for Belle, while for325

Belle II, the uncertainty is incorporated into the photon326

detection e�ciency.327

TABLE I. Summary of additive systematic uncertainties.

Source Belle
(events)

Belle II
(events)

Fit bias +0.14 +0.10
PDF parameterization +0.56

�0.48
+0.28
�0.32

Shape modeling +0.06 +0.04

Total (sum in quadrature) +0.58
�0.48

+0.30
�0.32

We obtain 9.1+5.6
�4.4 (1.9+4.2

�2.8) signal events and 615±25328

(317±18) background events for Belle (Belle II) from the329

fits to the two independent datasets. The branching frac-330

tion is calculated using the equation:331

B(B0 ! ��) =
Nfit

sig

2⇥NBB̄ ⇥ ✏rec ⇥ f00
, (4)

where Nfit
sig represents the signal yield obtained from the332

fit, NBB̄ = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the333

number of BB̄ pairs at the ⌥(4S) resonance for Belle334

and Belle II, ✏rec = 23.3% and 30.8% represents the signal335

reconstruction e�ciency for Belle and Belle II, and f00 =336

(48.4±1.2)%. Accordinly, the branching fraction for Belle337

and Belle II datasets is calculated to be (5.4+3.3
�2.6± 0.5)⇥338

10�8 and (1.7+3.7
�2.4 ± 0.3)⇥ 10�8, respectively.339

5

TABLE II. Summary of multiplicative systematic uncertain-
ties.

Source Belle
(%)

Belle II
(%)

Photon detection e�ciency 4.0 2.7
MC statistics 0.4 0.3
Number of BB̄ 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.4 0.6
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

We perform a simultaneous unbinned maximum like-340

lihood fit to the Belle and Belle II datasets using Mbc,341

�E, and C 0
BDT distributions as shown in Figure 2. Since342

the branching fraction must be the same irrespective of343

detector setup, the branching fraction is a common pa-344

rameter of the simultaneous fit. The branching fraction345

is determined to be (3.7+2.2
�1.8 ± 0.5) ⇥ 10�8 with a total346

signal yield of 11.0+6.5
�5.5. We obtain 931±31 background347

events from the simultaneous fit, where the uncertain-348

ties are statistical only. The first uncertainty in the B349

is statistical, while the second is systematic. The signal350

significance is calculated as
p
�2 ln(L0/Lmax), where L0351

is the likelihood value when signal yield is fixed to zero,352

and Lmax is the likelihood value of nominal fit. The re-353

sulting significance is 2.5�, which includes the systematic354

uncertainties.355

As no significant signal yield is observed, we calculate356

an upper limit (UL) on the branching fraction using a357

Bayesian approach, with a flat prior on the branching358

fraction. The UL on the branching fraction is determined359

by integrating the likelihood function obtained from the360

maximum likelihood fit procedure, covering 0% to 90%361

of the area under the likelihood curve. The procedure362

includes the systematic uncertainties on the branching363

fraction by convolving the original likelihood curve with364

a Gaussian function of width equal to the total systematic365

uncertainty from the simultaneous fit. The upper limit366

on the branching fraction obtained from the combined367

dataset is 6.4⇥10�8, at 90% CL. The measured branching368

fraction and the resulting upper limits on B(B0 ! ��)369

at 90% CL, including the systematic uncertainties, are370

summarized in Table III.371

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.5)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 ! ��372

using 1.1 ab�1 of data collected at ⌥(4S) resonance by373

the Belle and Belle II experiments. No statistically sig-374

nificant signal is observed, leading us to set a 90% con-375

fidence level upper limit of 6.4 ⇥ 10�8 on the branch-376

ing fraction. The combined results from Belle and Belle377

II represent a significant improvement over the previous378

searches by the BaBar and Belle collaborations. The us-379

age of advanced analysis techniques such as BDT results380

in a factor of two background reduction compared to the381

BaBar results and a gain of a factor of two in the signal382

reconstruction e�ciency compared to the previous Belle383

measurements. These improvements, combined with the384

larger Belle + Belle II dataset, lead to an UL that is five385

times more stringent than the previous best limit from386

BaBar [7]. This work paves the way for a potential ob-387

servation of this decay with a larger dataset from the388

ongoing Belle II experiment.389
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6. Summary

The averages presented in several different frameworks
are presented in Table 96. In summary, we recognize that
the experimental and theoretical uncertainties play out
differently between the schemes and the theoretical
assumptions for the theory calculations are different.
Therefore, it is difficult to perform an average between
the various determinations of jVubj. Since the methodology
is similar to that used to determine the inclusive jVcbj
average, we choose to quote as reference value the average
determined by the GGOU calculation, which gives
jVubj ¼ ð4.19# 0.12þ0.11

−0.12Þ × 10−3.

E. Combined extraction of jVubj and jVcbj
In this section we report the result of a combined fit for

jVubj and jVcbj that includes the constraint from the

averaged jVubj=jVcbj, and the determination of jVubj and
jVcbj from exclusive B meson decays.
The average of the jVubj=jVcbjmeasurements fromΛb →

pμν and Bs → Kμν, using only results at high q2 (based on
Lattice-QCD), assuming the uncertainties due to trigger
selection and tracking efficiency are fully correlated, is

jVubj
jVcbj

¼ 0.0838# 0.0046 ð218Þ

where the reported uncertainty includes both experimental
and theoretical contributions. The average of the jVcbj results
from B → Dlν, B → D&lν and Bs → Dð&Þ

s μν, is

jVcbj ¼ ð38.90# 0.53Þ × 10−3; ð219Þ

where the uncertainty also in this case includes both
experimental and theoretical contributions. The Pðχ2Þ of
the average is 30%.
The combined fit for jVubj and jVcbj results in

jVubj ¼ ð3.51# 0.12Þ × 10−3 ð220Þ

jVcbj ¼ ð39.10# 0.50Þ × 10−3 ð221Þ

ρðjVubj; jVcbjÞ ¼ 0.175; ð222Þ

where the uncertainties in the inputs are considered
uncorrelated. The fit result is shown in Fig. 66, where

]-3 10!|  [ub|V
2 4 6

)2, qXBELLE breco (m
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Phys. Rev. D64:113004 (2001)
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FIG. 65. Measurements of jVubj from inclusive semileptonic
decays and their average in the BLL prescription.

TABLE 96. Summary of inclusive determinations of jVubj. The
errors quoted on jVubj correspond to experimental and theoretical
uncertainties.

Framework jVubj½10−3(

BLNP 4.28# 0.13þ0.20
−0.21

DGE 3.93# 0.10þ0.09
−0.10

GGOU 4.19# 0.12þ0.11
−0.12

ADFR 3.92# 0.1þ0.18
−0.12

BLL (mX=q2 only) 4.62# 0.20# 0.29
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FIG. 66. Combined average on jVubj and jVcbj including the
LHCb measurement of jVubj=jVcbj, the exclusive jVubj meas-
urement from B → πlν, and the jVcbj average from B → Dlν,
B → D&lν and Bs → Dð&Þ

s μν measurements. The dashed ellipse
corresponds to a 1σ two-dimensional contour (68% of CL). The
point with the error bars corresponds to the inclusive jVcbj from
the kinetic scheme (Sec. VII B 2), and the inclusive jVubj from
GGOU calculation (Sec. VII D 3).
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 from angular coeff’s of |Vcb | B → D*ℓν
Obtain the differential rates in three angles, 

, and a kinematic variable, . 

• differential rates are expressed in terms of 12 
functions  that depend only on . 

• possible for SM test & LFU test 

θℓ, θV, χ w

Ji w

34

Measurement of Angular Coe�cients of B̄ ! D⇤`⌫̄`: Implications for |Vcb| and Tests of
Lepton Flavor Universality
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We measure the complete set of angular coe�cients Ji for exclusive B̄ ! D⇤`⌫̄` decays (` = e, µ).
Our analysis uses the full 711 fb�1 Belle data set with hadronic tag-side reconstruction. The results
allow us to extract the form factors describing the B ! D⇤ transition and the Cabibbo-Kobayashi-
Maskawa matrix element |Vcb|. Using recent lattice QCD calculations for the hadronic form factors,
we find |Vcb| = (41.0± 0.7)⇥ 103 using the BGL parameterization, compatible with determinations
from inclusive semileptonic decays. We search for lepton flavor universality violation as a function
of the hadronic recoil parameter w, and investigate the di↵erences of the electron and muon angular
distributions. We find no deviation from Standard Model expectations.

In this Letter, we present the first determination of
the full set of angular coe�cients describing the full dif-
ferential decay rate of exclusive semileptonic B̄ ! D

⇤
`⌫̄`

(` = e, µ) decays. Our analysis uses the complete Belle
data set, with an integrated luminosity of 711 fb�1 at
the ⌥(4S) resonance. The data set was recorded at the
KEKB e

+
e
� collider [1] by the Belle detector. Belle is

a large-solid-angle magnetic spectrometer. A detailed
description of its performance and subdetectors can be
found in Ref. [2]. We use hadronic tagging to recon-
struct the accompanying B meson. The measured an-
gular coe�cients allow us to determine the form factors
that describe the non-perturbative dynamics describing
the B ! D

⇤ transition and consequently, in conjunction
with information from Lattice QCD (LQCD), to extract
the Cabibbo-Kobayashi-Maskawa (CKM) matrix element
|Vcb|. The angular coe�cients are also sensitive to be-
yond Standard Model (SM) e↵ects and are used to test
lepton flavor universality. Our measurement is based on
the same dataset analyzed in a previous publication [3],
which focused on partial branching fractions in bins of

the hadronic recoil parameter

w =
m

2
B +m

2
D⇤ � q

2

2mBmD⇤
, (1)

with the B (D⇤) mass mB (mD⇤) and the momentum-
transfer squared to the lepton-neutrino system q

2, and
the decay angles ✓`, ✓V , and �. The decay angles are
defined as follows: ✓` is the angle between the lepton and
the direction opposite the B meson in the virtual W -
boson rest frame, ✓V is the angle between the D meson
and the direction opposite the B meson in the D

⇤ rest
frame, and � is the angle between the two decay planes
spanned by the W

+ � ` and D
⇤ � D systems in the B

meson rest frame. The analysis strategy closely follows
the methodology outlined in Ref. [3], with modifications
to facilitate the measurement of angular coe�cients as a
function of w.

The four-dimensional di↵erential decay rate for B̄ !
D

⇤
`⌫̄` can be expressed in terms of 12 functions Ji =

Ji(w), which only depend on w, as
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2⇡4
⇥

✓
J1s sin

2
✓V + J1c cos

2
✓V

+ (J2s sin
2
✓V + J2c cos

2
✓V) cos 2✓` + J3 sin

2
✓V sin2 ✓` cos 2�

+ J4 sin 2✓V sin 2✓` cos�+ J5 sin 2✓V sin ✓` cos�+ (J6s sin
2
✓V + J6c cos

2
✓V) cos ✓`

+ J7 sin 2✓V sin ✓` sin�+ J8 sin 2✓V sin 2✓` sin�+ J9 sin
2
✓V sin2 ✓` sin 2�

◆
. (2)

The expression depends on Fermi’s coupling constantGF,
the electroweak correction ⌘EW [4], the CKM matrix el-
ement Vcb, and the masses of B (mB) and D

⇤ (mD⇤)
mesons.

We determine the angular coe�cients in bins of w, J̄i =R
�w Ji(w)dw, from experimental data with the definition
from Ref. [5]:

J̄i =
1

Ni

8X

j=1

4X

k,l=1

⌘
�
i,j⌘

✓`
i,k⌘

✓V
i,l Rjkl . (3)

The normalization factorNi stems from trigonometric in-
tegrals. The angles ✓`, ✓V , and � are divided into bins of
size ⇡/4. The weight factors ⌘↵i,n with ↵ 2 {�, ✓`, ✓V } are
given in Ref. [5] and the product of these factors define
a specific phase-space bin where signal is extracted. The
factor Rjkl represents the partial rate in the correspond-
ing phase-space bin jkl. We combine phase-space bins
with identical products of the weights ⌘↵i,n during signal
extraction, resulting in yields of total 36 merged bins to
obtain 12 Ji coe�cients using Eq. (3) in each bin of w. In
the limit of massless charged leptons, the angular coe�-
cient J6c vanishes. Furthermore, the angular coe�cients
J7, J8, and J9 are zero within the SM of particle physics,
only contributing to scenarios involving new physics.

We reconstruct two B meson candidates, a tag B and a
signal B. Signal B meson candidates are reconstructed as
follows: We consider both charged and neutral B mesons
with the decay chains B

0 ! D
⇤+

`⌫`, D
⇤+ ! D

0
⇡
+,

D
⇤+ ! D

+
⇡
0, and B

� ! D
⇤0
`⌫` with D

⇤0 ! D
0
⇡
0 [6].

To select charged tracks, we apply the following crite-
ria: dr < 2 cm and |dz| < 4 cm, where dr is the impact
parameter perpendicular to the beam-axis and with re-
spect to the interaction point and dz is the z coordinate
along the beam-axis of the impact parameter. Tracks
are also required to have transverse momenta pT >

0.1GeV/c. In addition, we utilize particle identification
subsystems to identify electrons, muons, charged pions,
kaons, and protons. Electron (muon) tracks are required
to have momenta in the lab frame p

Lab
> 0.3GeV/c

(pLab > 0.6GeV/c). The momenta of particles identified
as electrons are corrected for bremsstrahlung by includ-
ing photons within a 2� cone defined around the electron
momentum at the point of closest approach to the inter-
action point (IP).

Photon selection criteria are based on their energies:

E� > 100MeV for the forward endcap (12� < ✓ < 31�),
150MeV for the backward endcap (132� < ✓ < 157�),
and 50MeV for the barrel region (32� < ✓ < 129�) of the
calorimeter. ⇡0 candidates are formed from pairs of pho-
tons with invariant mass within the range of 104MeV/c2

to 165MeV/c2. The di↵erence between the reconstructed
⇡
0 mass and the nominal mass (m⇡0 = 135MeV/c2 [7])

must be smaller than three times the estimated mass res-
olution.

K
0
S mesons are reconstructed from oppositely charged

track pairs within a reconstructed invariant mass window
of 398MeV/c2 to 598MeV/c2 and selected with a mul-
tivate method. For details on the multivariate method
used, see Ref. [8]. The reconstructed K

0
S mass has to dif-

fer from the nominal value (mK0
S
= 498MeV/c2 [7]) by

less than 3� of the estimated mass resolution.
We reconstruct the following decays of the D mesons:

D
+ ! K

�
⇡
+
⇡
+, D

+ ! K
�
⇡
+
⇡
+
⇡
0, D

+ !
K

�
⇡
+
⇡
+
⇡
+
⇡
�, D+ ! K

0
S⇡

+, D+ ! K
0
S⇡

+
⇡
0, D+ !

K
0
S⇡

+
⇡
+
⇡
�, D

+ ! K
0
SK

+, D
+ ! K

+
K

�
⇡
+, D

0 !
K

�
⇡
+, D

0 ! K
�
⇡
+
⇡
0, D

0 ! K
�
⇡
+
⇡
+
⇡
�, D

0 !
K

�
⇡
+
⇡
+
⇡
�
⇡
0, D

0 ! K
0
S⇡

0, D
0 ! K

0
S⇡

+
⇡
�, D

0 !
K

0
S⇡

+
⇡
�
⇡
0, and D

0 ! K
�
K

+. We apply a decay-
channel-optimized mass window selection to theD meson
candidates. The ⇡

0 daughters from D meson candidates
are required to have center-of-mass momenta p

CMS
⇡0 >

0.2GeV/c, except for the decay D
0 ! K

�
⇡
+
⇡
+
⇡
�
⇡
0

where this criterion is not applied. To reduce combina-
torial background, the reconstructed D mesons within
an event are ranked based on the absolute di↵erence
between the reconstructed mass and the nominal mass
(mD+ = 1.870GeV/c2, mD0 = 1.865GeV/c2 [7]), and
up to ten candidates with the smallest mass di↵erence
are selected.

D
⇤ mesons are reconstructed in three decay channels:

D
⇤0 ! D

0
⇡
0
slow, D

⇤+ ! D
+
⇡
0
slow, and D

⇤+ ! D
0
⇡
+
slow.

Charged slow pions must have a center-of-mass momen-
tum below 0.4GeV/c, and the mass di↵erence between
the reconstructed massesMX of theD⇤ andD candidates
�M = MD⇤ �MD has to be smaller than 0.155GeV/c2

(0.160GeV/c2) for D⇤+ (D⇤0) mesons.
Signal-B meson candidates are reconstructed by com-

bining selected D
⇤ candidates and a lepton candidate.

The loose selection 1GeV/c2 < MD⇤` < 6GeV/c2 is ap-
plied to reduce combinatorial background.

We perform global-decay-chain vertex fitting using
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FIG. 1. The data points correspond to the averaged central values of the four measured normalized angular coe�cients described
in the text, with the uncertainties including statistical and systematic uncertainties. The vertical dotted lines indicate the
binning in w. The blue (orange) curves correspond to the BGL332 (CLN) fit described in the text, with the 1� uncertainty
band. The angular coe�cients J6c, J7, J8, J9 are not fitted, and expected to be zero in the SM.

form factors, respectively. The p-values for the BGL332

and CLN fits are 0.75 and 0.39, respectively. The fitted
angular coe�cients are shown in Fig. 1. The resulting
form factors, together with the lattice data used in the
fit, are shown in Fig. 2 [24]. We find consistent values
for the CKM matrix element |Vcb| for both form factor
parameterizations:

|Vcb| = (41.0± 0.3± 0.4± 0.5)⇥ 10�3 (BGL332) ,

|Vcb| = (40.9± 0.3± 0.4± 0.4)⇥ 10�3 (CLN) ,

where the first uncertainty is from the measured data,
the second uncertainty is from the external branching
fraction, and the third uncertainty is from the LQCD
inputs.

The lepton forward-backward asymmetry AFB and
the D

⇤ longitudinal polarization fraction FL(D⇤) are
straightforwardly calculated [25] from the measured an-
gular coe�cients within their corresponding w bins. The
Si observables in Ref. [26] are directly proportional to
the angular coe�cients Si / Ĵi and are discussed further
in the supplemental material. These observables can be
used to test lepton flavor universality between electrons
and muons via, e.g. �AFB = A

µ
FB � A

e
FB to search for

new physics e↵ects. We observe no significant deviation
from the SM expectation and quantify the compatibility
of each observable with the SM expectation in Table I.
The corresponding lepton flavor universality observables
are displayed in Fig. 3.

TABLE I. Compatibility of the lepton flavor universality ob-
servables with the SM expectation. The �X = Xµ � Xe

are the observables testing the lepton flavor universal by cal-
culating the di↵erence between the decays with muons and
electrons.

Observable �2 / ndf p-value
�AFB 1.7 / 4 0.79
�FL(D

⇤) 2.3 / 4 0.67

�Ĵ1s 5.3 / 4 0.26
�Ĵ1c 4.2 / 4 0.38
�Ĵ2s 4.6 / 4 0.33
�Ĵ2c 5.0 / 4 0.28
�Ĵ3 7.4 / 4 0.12
�Ĵ4 2.5 / 4 0.64
�Ĵ5 4.8 / 4 0.31
�Ĵ6s 2.1 / 4 0.72
�Ĵ6c 1.1 / 4 0.89
�Ĵ7 1.6 / 4 0.81
�Ĵ8 3.3 / 4 0.51
�Ĵ9 4.6 / 4 0.33

�Ĵi 41 / 48 0.76

In summary, we present the first complete measure-
ment of the angular coe�cients Ĵi in bins of w describ-
ing the full di↵erential decay distribution of B̄ ! D

⇤
`⌫̄`

(` = e, µ), probing both B̄
0 and B

� modes. In total, we
measure the partial rates in 4⇥ 144 distinct phase-space
regions to extract the 4⇥ 12 Ĵi coe�cients, with full sta-
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FIG. 4. The results of the |Vcb| determination described in
the text with other previous determinations. The top section
shows the results of the analysis presented in this manuscript.
The middle section shows the results in Ref. [3], where we have
updated the fit with beyond zero-recoil lattice data. The bot-
tom section shows the HVLAV [29] world average of |Vcb|, the
|Vcb| determinations from inclusive decays [27, 28], and |Vcb|
determination from CKM unitarity. The BGL and CLN labels
indicate the form factor paramterization used to determine
|Vcb|. The lattice QCD inputs are MILC [19], HPQCD [20],
JLQCD [21]. Numbers in parentheses show goodness-of-fit
p-values for the corresponding fits.
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shows the results of the analysis presented in this manuscript.
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updated the fit with beyond zero-recoil lattice data. The bot-
tom section shows the HVLAV [29] world average of |Vcb|, the
|Vcb| determinations from inclusive decays [27, 28], and |Vcb|
determination from CKM unitarity. The BGL and CLN labels
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Figure 1: Distributions of �E (left) and Mbc (right) reconstructed in Belle II data integrated over the q
2 bins for

B
0 ! ⇡

�
`
+
⌫` decays (top) and B

+ ! ⇢
0
`
+
⌫` decays (bottom) with expected distributions from simulation overlaid.

The simulated samples are weighted according to luminosity. The hatched areas include statistical and systematic
uncertainties on the simulated distributions, discussed in Section VII. The expected signal distributions (scaled by a
factor two) are also shown. The panels below the histograms show the di↵erence between collision and simulated
data divided by the combined uncertainty.

The likelihood to be maximized is

L(~S, ~B ) =
Y

l

Poisson(Nl|
X

j

Slj +
X

k

Blk), (12)

where Nl is the observed number of events in bin l, ~S and
~B are the vectors of signal and background templates,
respectively, Slj is the number of events in bin l of signal
fit template j, and Blk is the number of events in bin l

of background fit template k.

B. Fit results

The fit projections of �E and Mbc in each q
2 bin are

shown in Fig. 2 for the B
0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

modes. The �
2 per degree of freedom of the fit is

468.5/429 = 1.09. The correlations between the com-

ponent yields are all smaller than 0.75. The highest ob-
served correlations occur between the B ! Xc`⌫` and
BB background yields in the B

+ ! ⇢
0
`
+
⌫` mode. In

the higher q
2 bins, the signal scale factor becomes in-

creasingly correlated to the B ! Xu`⌫` scale factor.

Using the expected number of signal events from sim-
ulation, the fitted signal scale factors, and the signal
strengths, we obtain the signal yields in each true q2 bin,
corresponding to the number of true and combinatorial
signal events. The signal yields with statistical and sys-
tematic uncertainties are given in Table II. The sources of
systematic uncertainty and their estimation is described
in Section VII.

The partial branching fraction in true q
2 bin i is cal-

culated using the signal yield, Ni, and the corresponding

https://doi.org/10.48550/arXiv.2407.17403

https://doi.org/10.48550/arXiv.2407.17403


Recent physics highlights from Belle II                  Youngjoon Kwon (Yonsei U.)                  Aug. 29, 2024  for Flavor Mini-Workshop @ Yonsei

 from  & |Vub | B0 → π−ℓ+ν B+ → ρ0ℓ+ν

39

10

Figure 2: Distributions of �E (top) and Mbc (bottom) in the q
2 bins for B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

candidates reconstructed in Belle II data with fit projections overlaid. The di↵erence between collision and
simulated data divided by the collision data uncertainty is shown in the panels below the histograms. The
boundaries of the q

2 bins are provided in the text above.

6

events to train the classifiers discussed in Section VB,
we choose a less restrictive requirement, | cos ✓BY| < 1.6.
Additionally, we perform vertex fits [37] to the hadron
and lepton candidates and require that they converge.

B. Missing momentum reconstruction

We estimate the momentum of the signal neutrino by
attributing the sum of the remaining tracks and elec-
tromagnetic energy depositions (clusters) in the event,
called the rest of event (ROE), to the partner B. From
energy and momentum conservation, we construct the
missing four-momentum in the c.m. frame,

(E⇤
miss

, ~p
⇤
miss

) = (E⇤
⌥(4S)

, ~p
⇤
⌥(4S)

)�
 
X

i

E
⇤
i ,

X

i

~p
⇤
i

!
,

(9)
where E

⇤
i and ~p

⇤
i correspond to the c.m. energy and mo-

mentum of the ith track or cluster in the event, respec-
tively. We determine E

⇤
i using the momentum derived

from the reconstructed track and select the mass hy-
pothesis ↵ with the highest value of the likelihood ra-
tio R↵. We attribute the missing four-momentum to the
signal neutrino, with momentum ~p

⇤
⌫ = ~p

⇤
miss

, and energy,
E

⇤
⌫ = |~p ⇤

⌫ | = |~p ⇤
miss

|. Taking the magnitude of ~p
⇤
miss

,
instead of E

⇤
miss

, to approximate the neutrino energy,
leads to an improvement in resolution of 15%. While
reconstruction losses add up linearly in the calculation of
E

⇤
miss

, this is not the case for the vector sum calculation
of ~p ⇤

miss
.

Since all reconstructed tracks and clusters contribute
to the resolution of the neutrino momentum estimation,
obtaining an ROE as pure and complete as possible is
critical. To reduce the impact of clusters from beam-
induced backgrounds, acceptance losses, or other e↵ects,
we impose quality requirements for objects to be included
in the ROE. We only consider clusters that are within
the CDC acceptance with energies in the forward, bar-
rel, and backward directions greater than 0.060, 0.050,
and 0.075 GeV, respectively. We require that the clus-
ters contain more than one calorimeter crystal and are
detected within 200 ns of the collision time, which is ap-
proximately five times the mean timing resolution of the
calorimeter. In addition to removing background parti-
cles from the ROE, we must account for particles that
escape undetected. To reduce the impact of events with
undetected particles, we require that the polar angle of
the missing momentum in the laboratory frame ✓miss is
within the CDC acceptance.

C. Signal extraction variables

We reconstruct q2 from Equation 1, and thus need to
estimate the B momentum vector. One existing method,
called the Diamond Frame [38], takes the weighted aver-
age of four possible ~p

⇤
B vectors uniformly distributed in

azimuthal angle on the cone defined by cos ✓BY, weight-
ing by the sin2 ✓B distribution, which expresses the prior
probability of the B flight direction in ⌥ (4S) decays with
respect to the electron-positron beam axis. A second
method, called the ROE method [39], assumes the sig-
nal B momentum vector to be the vector on the cos ✓BY

cone that is closest to antiparallel to the ROE momentum
vector ~p ⇤

ROE
. There is a third method [40] that combines

these two by multiplying the Diamond Frame weights by
1

2
(1� p̂

⇤
B · p̂ ⇤

ROE
) and averaging over ten vectors uniformly

distributed on the cone, where p̂
⇤
B and p̂

⇤
ROE

denote the
unit vectors of ~p ⇤

B and ~p
⇤
ROE

, respectively. We adopt this
combined method because, in simulation, it assigns re-
constructed signal candidates to the correct q2 bin more
often than other methods do, leading to a reduction in
the bin migrations of up to 2%. The resolutions in q

2 de-
crease with increasing q

2 and vary from 0.09–0.60 GeV2

in the B
0 ! ⇡

�
`
+
⌫` mode, and from 0.16–0.84 GeV2 in

the B
+ ! ⇢

0
`
+
⌫` mode.

We divide B candidates into 13 reconstructed q
2 bins

in the B0 ! ⇡
�
`
+
⌫` mode and into 10 bins in the B+ !

⇢
0
`
+
⌫` mode. The lowest bin boundary is at zero, and

the first 12 (9) bins have uniform bin widths of 2 GeV2

in the B
0 ! ⇡

�
`
+
⌫` (B+ ! ⇢

0
`
+
⌫`) mode. The last

bins extend to the kinematic limits of 26.4 GeV2 in the
B

0 ! ⇡
�
`
+
⌫` mode and 20.3 GeV2 in the B

+ ! ⇢
0
`
+
⌫`

mode. The following are the labels and bin edges for the
q
2 bins: q1 : q2 2 [0, 2], q2 : [2, 4], q3 : [4, 6], q4 : [6, 8],
q5 : [8, 10], q6 : [10, 12], q7 : [12, 14], q8 : [14, 16], q9 :
[16, 18], q10 : [18, 20(20.3)], q11 : [20, 22], q12 : [22, 24],
q13 : [24, 26.4] GeV2.

Two additional variables that test the kinematic con-
sistency of a candidate with a signal B decay using ROE
information are the beam-constrained mass, defined as

Mbc =
q
E

⇤2
beam

� |~p ⇤
B |2 =

s✓p
s

2

◆2

� |~p ⇤
B |2 (10)

and the energy di↵erence, defined as

�E = E
⇤
B � E

⇤
beam

= E
⇤
B �

p
s

2
, (11)

where E⇤
beam

, E⇤
B and ~p

⇤
B are the single-beam energy, the

reconstructed B energy, and the reconstructed B mo-
mentum, all determined in the ⌥ (4S) rest frame, respec-
tively. The reconstructed B energy (momentum) is given
by the sum of the reconstructed energies (momenta) of
the signal lepton and hadron candidates and the in-
ferred neutrino energy (momentum) described above. We
define a fit region in �E and Mbc, corresponding to
�0.95 < �E < 1.25 GeV and 5.095 < Mbc < 5.295 GeV.
This region is enriched in signal, but at the same time
includes background-enhanced regions to allow su�cient
discrimination between signal and background.

10

Figure 2: Distributions of �E (top) and Mbc (bottom) in the q
2 bins for B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

candidates reconstructed in Belle II data with fit projections overlaid. The di↵erence between collision and
simulated data divided by the collision data uncertainty is shown in the panels below the histograms. The
boundaries of the q

2 bins are provided in the text above.
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events to train the classifiers discussed in Section VB,
we choose a less restrictive requirement, | cos ✓BY| < 1.6.
Additionally, we perform vertex fits [37] to the hadron
and lepton candidates and require that they converge.

B. Missing momentum reconstruction

We estimate the momentum of the signal neutrino by
attributing the sum of the remaining tracks and elec-
tromagnetic energy depositions (clusters) in the event,
called the rest of event (ROE), to the partner B. From
energy and momentum conservation, we construct the
missing four-momentum in the c.m. frame,

(E⇤
miss

, ~p
⇤
miss

) = (E⇤
⌥(4S)

, ~p
⇤
⌥(4S)

)�
 
X

i

E
⇤
i ,

X

i

~p
⇤
i

!
,

(9)
where E

⇤
i and ~p

⇤
i correspond to the c.m. energy and mo-

mentum of the ith track or cluster in the event, respec-
tively. We determine E

⇤
i using the momentum derived

from the reconstructed track and select the mass hy-
pothesis ↵ with the highest value of the likelihood ra-
tio R↵. We attribute the missing four-momentum to the
signal neutrino, with momentum ~p

⇤
⌫ = ~p

⇤
miss

, and energy,
E

⇤
⌫ = |~p ⇤

⌫ | = |~p ⇤
miss

|. Taking the magnitude of ~p
⇤
miss

,
instead of E

⇤
miss

, to approximate the neutrino energy,
leads to an improvement in resolution of 15%. While
reconstruction losses add up linearly in the calculation of
E

⇤
miss

, this is not the case for the vector sum calculation
of ~p ⇤

miss
.

Since all reconstructed tracks and clusters contribute
to the resolution of the neutrino momentum estimation,
obtaining an ROE as pure and complete as possible is
critical. To reduce the impact of clusters from beam-
induced backgrounds, acceptance losses, or other e↵ects,
we impose quality requirements for objects to be included
in the ROE. We only consider clusters that are within
the CDC acceptance with energies in the forward, bar-
rel, and backward directions greater than 0.060, 0.050,
and 0.075 GeV, respectively. We require that the clus-
ters contain more than one calorimeter crystal and are
detected within 200 ns of the collision time, which is ap-
proximately five times the mean timing resolution of the
calorimeter. In addition to removing background parti-
cles from the ROE, we must account for particles that
escape undetected. To reduce the impact of events with
undetected particles, we require that the polar angle of
the missing momentum in the laboratory frame ✓miss is
within the CDC acceptance.

C. Signal extraction variables

We reconstruct q2 from Equation 1, and thus need to
estimate the B momentum vector. One existing method,
called the Diamond Frame [38], takes the weighted aver-
age of four possible ~p

⇤
B vectors uniformly distributed in

azimuthal angle on the cone defined by cos ✓BY, weight-
ing by the sin2 ✓B distribution, which expresses the prior
probability of the B flight direction in ⌥ (4S) decays with
respect to the electron-positron beam axis. A second
method, called the ROE method [39], assumes the sig-
nal B momentum vector to be the vector on the cos ✓BY

cone that is closest to antiparallel to the ROE momentum
vector ~p ⇤

ROE
. There is a third method [40] that combines

these two by multiplying the Diamond Frame weights by
1

2
(1� p̂

⇤
B · p̂ ⇤

ROE
) and averaging over ten vectors uniformly

distributed on the cone, where p̂
⇤
B and p̂

⇤
ROE

denote the
unit vectors of ~p ⇤

B and ~p
⇤
ROE

, respectively. We adopt this
combined method because, in simulation, it assigns re-
constructed signal candidates to the correct q2 bin more
often than other methods do, leading to a reduction in
the bin migrations of up to 2%. The resolutions in q

2 de-
crease with increasing q

2 and vary from 0.09–0.60 GeV2

in the B
0 ! ⇡

�
`
+
⌫` mode, and from 0.16–0.84 GeV2 in

the B
+ ! ⇢

0
`
+
⌫` mode.

We divide B candidates into 13 reconstructed q
2 bins

in the B0 ! ⇡
�
`
+
⌫` mode and into 10 bins in the B+ !

⇢
0
`
+
⌫` mode. The lowest bin boundary is at zero, and

the first 12 (9) bins have uniform bin widths of 2 GeV2

in the B
0 ! ⇡

�
`
+
⌫` (B+ ! ⇢

0
`
+
⌫`) mode. The last

bins extend to the kinematic limits of 26.4 GeV2 in the
B

0 ! ⇡
�
`
+
⌫` mode and 20.3 GeV2 in the B

+ ! ⇢
0
`
+
⌫`

mode. The following are the labels and bin edges for the
q
2 bins: q1 : q2 2 [0, 2], q2 : [2, 4], q3 : [4, 6], q4 : [6, 8],
q5 : [8, 10], q6 : [10, 12], q7 : [12, 14], q8 : [14, 16], q9 :
[16, 18], q10 : [18, 20(20.3)], q11 : [20, 22], q12 : [22, 24],
q13 : [24, 26.4] GeV2.

Two additional variables that test the kinematic con-
sistency of a candidate with a signal B decay using ROE
information are the beam-constrained mass, defined as

Mbc =
q
E

⇤2
beam

� |~p ⇤
B |2 =

s✓p
s

2

◆2

� |~p ⇤
B |2 (10)

and the energy di↵erence, defined as

�E = E
⇤
B � E

⇤
beam

= E
⇤
B �

p
s

2
, (11)

where E⇤
beam

, E⇤
B and ~p

⇤
B are the single-beam energy, the

reconstructed B energy, and the reconstructed B mo-
mentum, all determined in the ⌥ (4S) rest frame, respec-
tively. The reconstructed B energy (momentum) is given
by the sum of the reconstructed energies (momenta) of
the signal lepton and hadron candidates and the in-
ferred neutrino energy (momentum) described above. We
define a fit region in �E and Mbc, corresponding to
�0.95 < �E < 1.25 GeV and 5.095 < Mbc < 5.295 GeV.
This region is enriched in signal, but at the same time
includes background-enhanced regions to allow su�cient
discrimination between signal and background.

10

Figure 2: Distributions of �E (top) and Mbc (bottom) in the q
2 bins for B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

candidates reconstructed in Belle II data with fit projections overlaid. The di↵erence between collision and
simulated data divided by the collision data uncertainty is shown in the panels below the histograms. The
boundaries of the q

2 bins are provided in the text above.
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Table II: Signal yields for the B
0 ! ⇡

�
`
+
⌫` and

B
+ ! ⇢

0
`
+
⌫` modes in each true q

2 bin with statistical
and systematic uncertainties. The boundaries of the q

2

bins are given in the text above.

Yield
q2 bin B0 ! ⇡�`+⌫` B+ ! ⇢0`+⌫`
q1 869 ± 95 ± 139 332 ± 100 ± 118
q2 1406 ± 123 ± 172 651 ± 114 ± 178
q3 1426 ± 112 ± 124 630 ± 131 ± 131
q4 1714 ± 120 ± 139 1028 ± 147 ± 240
q5 1617 ± 120 ± 113 1273 ± 158 ± 236
q6 2167 ± 138 ± 151 1207 ± 164 ± 244
q7 1817 ± 143 ± 172 962 ± 136 ± 206
q8 1921 ± 147 ± 181 1141 ± 118 ± 218
q9 1640 ± 149 ± 174 936 ± 114 ± 186
q10 1328 ± 142 ± 156 821 ± 96 ± 220
q11 1472 ± 140 ± 239
q12 819 ± 120 ± 211
q13 295 ± 66 ± 122

signal e�ciency, ✏i, from

�Bi(B
0 ! ⇡

�
`
+
⌫`) =

Ni(1 + f+0)

4✏i ⇥NBB

, (13a)

�Bi(B
+ ! ⇢

0
`
+
⌫`) =

Ni(1 + f+0)

4✏i ⇥NBB

⇥ 1

f+0

, (13b)

where f+0 = B(⌥(4S) ! B
+
B

�)/B(⌥(4S) ! B
0
B0) =

1.065± 0.052 [45], and NBB is the number of BB pairs.
The partial branching-fraction �B results for B

0 !
⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` decays are given in Table III

and shown as functions of q2 in Fig. 3. The entries in
the total correlation matrices of the partial branching
fractions of B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` are pre-

sented in Tables IX and X in Appendix A. The central
values of the partial branching fractions and the statis-
tical and systematic covariance matrices combining both
modes will be made available on HEPData.

The total branching fractions determined from the
sums of the partial branching fractions are

B(B0 ! ⇡
�
`
+
⌫`) = (1.516± 0.042± 0.059)⇥ 10�4

B(B+ ! ⇢
0
`
+
⌫`) = (1.625± 0.079± 0.180)⇥ 10�4

where the first uncertainties are statistical and the second
are systematic. The results are consistent with world av-
erages [23], and the full experimental correlation between
the two values is �0.16.

We perform additional fits to test the stability of the
results. We divide the data set by lepton flavor, by lepton
charge, and by ✓miss region. We then fit separately for
each subsample and check that the results agree within
statistical uncertainties.

Table III: Partial branching fractions �B (⇥104) in
each q

2 bin for the B
0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

modes. The first uncertainty is statistical and the
second is systematic. The boundaries of the q

2 bins are
provided in the text above.

�B (⇥104)
q2 bin B0 ! ⇡�`+⌫` B+ ! ⇢0`+⌫`
q1 0.117 ± 0.013 ± 0.019 0.109 ± 0.033 ± 0.039
q2 0.142 ± 0.013 ± 0.018 0.140 ± 0.025 ± 0.038
q3 0.119 ± 0.009 ± 0.011 0.113 ± 0.024 ± 0.024
q4 0.137 ± 0.010 ± 0.012 0.162 ± 0.023 ± 0.038
q5 0.129 ± 0.010 ± 0.010 0.193 ± 0.024 ± 0.036
q6 0.170 ± 0.011 ± 0.013 0.183 ± 0.025 ± 0.037
q7 0.139 ± 0.011 ± 0.014 0.161 ± 0.023 ± 0.035
q8 0.146 ± 0.011 ± 0.015 0.225 ± 0.023 ± 0.044
q9 0.119 ± 0.011 ± 0.013 0.182 ± 0.022 ± 0.037
q10 0.096 ± 0.010 ± 0.012 0.158 ± 0.019 ± 0.043
q11 0.109 ± 0.010 ± 0.018
q12 0.065 ± 0.010 ± 0.017
q13 0.028 ± 0.006 ± 0.011

VII. SYSTEMATIC UNCERTAINTIES

The fractional uncertainties on the partial branch-
ing fractions in each q

2 bin from various sources of sys-
tematic uncertainty are given in Tables IV and V. All
systematic uncertainties are evaluated using the same
approach. For each source of uncertainty, we vary the
templates 1000 times by sampling from Gaussian distri-
butions of the central values fully taking correlations into
account. For example, to evaluate the uncertainties due
to the B ! !`⌫` form factors, we sample 1000 alternative
B ! Xu`⌫` distributions by assuming the form-factor pa-
rameter uncertainties follow Gaussian distributions. We
create 1000 simplified simulated data (toy) distributions
by adding the resulting variations to the remaining nom-
inal templates. Finally, we fit the nominal templates to
the toy distributions and obtain a covariance matrix of
the fitted yields for each source of uncertainty using Pear-
son correlations [46]. Covariance matrices for the signal
strengths and e�ciencies are evaluated using a similar
approach. The systematic uncertainties on the partial
branching fractions are evaluated by propagating the co-
variance matrices of the fitted yields, the signal strengths
and e�ciencies.

A. Detector and beam-energy e↵ects

The detector uncertainties include uncertainties arising
from the tracking e�ciency and the corrections to the
lepton- and pion-identification e�ciencies. All of these
were estimated from studies of independent data control
samples.
In addition, we observe a dependence of the recon-

structed q
2 resolution on the c.m. energy. Since the c.m.

Total BF by integrating the Δℬ(q2)
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this, since the current uncertainties already cover any
di↵erence introduced by the change in model.

3. B ! Xu`⌫` model

Finally, we evaluate the uncertainties due to the B !
!`⌫`, B ! ⌘`⌫`, and B ! ⌘

0
`⌫` form factors, and obtain

uncertainties listed in the B ! Xu`⌫` category. This
category also includes the e↵ects of uncertainties of the
exclusive and inclusive B ! Xu`⌫` branching fractions,
except for the B ! ⇡`⌫` and B ! ⇢`⌫` branching frac-
tions.

G. B ! Xc`⌫` model

The B ! Xc`⌫` model category in Tables IV and V
includes the e↵ects of the uncertainties of the B ! D`⌫`

and B ! D
⇤
`⌫` form-factor parameters, and the exclu-

sive and inclusive B ! Xc`⌫` branching fractions. For
the B0 ! ⇡

�
`
+
⌫` mode this contribution to the total sys-

tematic uncertainty is larger than that of the B ! Xu`⌫`

model at low q
2, but smaller at high q

2. It is subdomi-
nant over the entire q2 range for the B+ ! ⇢

0
`
+
⌫` mode.

H. Continuum reweighting

The limited o↵-resonance sample size a↵ects the con-
tinuum weights obtained during the reweighting proce-
dure, since the weights are calculated using the number of
o↵-resonance events within each bin. To account for the
uncertainties of these numbers, we produce a set of 1000
continuum weights by recalculating the weights for each
bin using o↵-resonance event numbers drawn from the
corresponding Poisson distributions. We then proceed
with the usual procedure for determining systematic un-
certainties described above. The resulting uncertainties
dominate both in the B

0 ! ⇡
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⌫` and B

+ ! ⇢
0
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+
⌫`

mode, and are especially large in those q2 bins where the
continuum background component is largest.
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We extract |Vub| separately from B
0 ! ⇡

�
`
+
⌫` and
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where C
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ij is the inverse total covariance matrix of the
measured partial branching fractions �Bi in bin i, and

N is the number of q2 bins. The quantities ��i contain
the predictions for the di↵erential decay rates in bin i,
⌧ is the B lifetime, and �
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Theory,m incorporates the con-
straints from theory calculation m. The predictions for
the di↵erential decay rates provided in Equations 2 and
3 include the form factors and |Vub|.
For B
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`
+
⌫` we include LQCD constraints on

three f+(q2) BCL form-factor coe�cients b
+

k and two
f0(q2) BCL form-factor coe�cients b
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k given in Equa-
tions 5 and 6, respectively, as nuisance parameters.
These nuisance parameters constrain the shape and nor-
malization of the relevant form factors entering the di↵er-
ential decay rate and allow for a determination of |Vub|.
In the evaluation of the inverse Blaschke factors for the
expansion of f+(q2) in Equation 5, mR takes the value
of 5.325 GeV [8]. The �
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term takes the form:
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where the constraints on the form-factor coe�cients
b
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k and the corresponding inverse covariance ma-
trix C
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LQCD,kl are taken from the latest version of the
FLAG 21 review (February 2023) [4], and combine re-
sults from the FNAL/MILC [48], RBC/UKQCD [49],
and JLQCD [50] collaborations.
In addition to the LQCD constraints, we may also add
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2. In this case the additional
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Here we implement direct constraints on the form fac-
tors fk (f+(q2) and f0(q2)) from LCSR predictions
f
LCSR

k , taking the corresponding inverse covariance ma-
trix C

�1

LCSR,kl into account.

The result for |Vub| from the B0 ! ⇡
�
`
+
⌫` mode using

only the LQCD constraints is:

|Vub|B!⇡`⌫` = (3.93± 0.09± 0.13± 0.19)⇥ 10�3,

where for all quoted |Vub| results the first uncertainty is
statistical, the second is systematic and the third is the-
oretical. Upon adding the LCSR constraints, the result
for |Vub| from B

0 ! ⇡
�
`
+
⌫` becomes:

|Vub|B!⇡`⌫` = (3.73± 0.07± 0.07± 0.16)⇥ 10�3.

The measured central values of |Vub| and the BCL form-
factor coe�cients from the fits to the B

0 ! ⇡
�
`
+
⌫`

spectrum are provided in Table VI. The full correlation
matrices corresponding to these values are provided in
Tables XI and XII in Appendix A.
For B+ ! ⇢

0
`
+
⌫` we include LCSR constraints on six

BSZ coe�cients b
i
k given in Equation 7 from Ref. [6].

These correspond to constraints on two coe�cients each
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dure, since the weights are calculated using the number of
o↵-resonance events within each bin. To account for the
uncertainties of these numbers, we produce a set of 1000
continuum weights by recalculating the weights for each
bin using o↵-resonance event numbers drawn from the
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N is the number of q2 bins. The quantities ��i contain
the predictions for the di↵erential decay rates in bin i,
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the di↵erential decay rates provided in Equations 2 and
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For B
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k given in Equa-
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These nuisance parameters constrain the shape and nor-
malization of the relevant form factors entering the di↵er-
ential decay rate and allow for a determination of |Vub|.
In the evaluation of the inverse Blaschke factors for the
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Here we implement direct constraints on the form fac-
tors fk (f+(q2) and f0(q2)) from LCSR predictions
f
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k , taking the corresponding inverse covariance ma-
trix C
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LCSR,kl into account.

The result for |Vub| from the B0 ! ⇡
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⌫` mode using

only the LQCD constraints is:

|Vub|B!⇡`⌫` = (3.93± 0.09± 0.13± 0.19)⇥ 10�3,

where for all quoted |Vub| results the first uncertainty is
statistical, the second is systematic and the third is the-
oretical. Upon adding the LCSR constraints, the result
for |Vub| from B
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⌫` becomes:
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The measured central values of |Vub| and the BCL form-
factor coe�cients from the fits to the B
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spectrum are provided in Table VI. The full correlation
matrices corresponding to these values are provided in
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Figure 3: Measured partial branching fractions as a function of q2 for B0 ! ⇡
�
`
+
⌫` (a,b) and B

+ ! ⇢
0
`
+
⌫` (c).

The fitted di↵erential rates are shown together with the one, two, and three standard-deviation uncertainty bands
for fits using constraints on the form factors from (a) LQCD, (b) LQCD and LCSR, and (c) LCSR predictions.

Table VI: Measured central values of |Vub| and the BCL
form-factor coe�cients with total uncertainties from the
fits to the B

0 ! ⇡
�
`
+
⌫` spectrum.

B0 ! ⇡�`+⌫`
LQCD LQCD + LCSR

|Vub| (10�3) 3.93 ± 0.25 3.73 ± 0.19

f+(q
2)

b+0 0.42 ± 0.02 0.45 ± 0.02
b+1 �0.52 ± 0.05 �0.52 ± 0.05
b+2 �0.81 ± 0.21 �1.02 ± 0.18

f0(q
2)

b00 0.02 ± 0.25 0.59 ± 0.02
b01 �1.43 ± 0.08 �1.39 ± 0.07

�2/ndf 8.39/7 8.36/7

for A1(q2), A2(q2), and V (q2). The �
2

LCSR
term for the

fit to the measured B
+ ! ⇢

0
`
+
⌫` q

2 spectrum takes the
form:

�
2

LCSR
=
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(bk � b
LCSR

k )C�1

LCSR,kl(bl � b
LCSR

l ), (17)

where b
LCSR

k are the constraints on the coe�cients and
C

�1

LCSR,kl is the corresponding inverse covariance matrix
predicted by LCSR calculations. In the evaluation of the
inverse Blaschke factors for the expansion of A1(q2) and
A2(q2) in Equation 7, mR takes the value of 5.724 GeV,
while it is 5.325 GeV for the expansion of V (q2) [6]. The
|Vub| result obtained from B

+ ! ⇢
0
`
+
⌫` using LCSR

constraints is:

|Vub|B!⇢`⌫` = (3.19± 0.12± 0.17± 0.26)⇥ 10�3.

The measured central values of |Vub| and the BSZ form-
factor coe�cients from the fit to the B

+ ! ⇢
0
`
+
⌫`

spectrum are provided in Table VII. The full correla-
tion matrix corresponding to these values is provided
in Table XIII in Appendix A. Fig. 3 shows the mea-
sured and fitted di↵erential rates of B0 ! ⇡

�
`
+
⌫` and

Table VII: Measured central values of |Vub| and the BSZ
form-factor coe�cients with total uncertainties from the
fit to the B

+ ! ⇢
0
`
+
⌫` spectrum.

B+ ! ⇢0`+⌫`
LCSR

|Vub| (10�3) 3.19 ± 0.33

A1(q
2)

bA1
0 0.27 ± 0.03
bA1
1 0.34 ± 0.13

A2(q
2)

bA2
0 0.29 ± 0.03
bA2
1 0.66 ± 0.17

V (q2)
bV0 0.33 ± 0.03
bV1 �0.93 ± 0.17

�2/ndf 3.85/3

B
+ ! ⇢

0
`
+
⌫`, as well as the one, two, and three

standard-deviation uncertainty bands from the fits.

The |Vub| results obtained from B
0 ! ⇡

�
`
+
⌫` are con-

sistent with previous exclusive measurements [3]. The
result obtained from B

+ ! ⇢
0
`
+
⌫` is lower, but consis-

tent with previous |Vub| determinations from B ! ⇢`⌫`

decays [34]. The �2 per degree of freedom for the fits vary
from 1.19 to 1.28, and are provided in Tables VI and VII
for B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`, respectively. The

extracted central values of |Vub| and the coe�cients, with
the corresponding full covariance matrices, for the fits to
the B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` spectra will be pro-

vided on HEPData. We confirm the stability of the |Vub|
results by repeating the fits using di↵erent q2 cut-o↵ val-
ues. The results are presented in Fig. 4 in Appendix B.

The fractional uncertainties on the |Vub| results from
various sources of systematic uncertainty are shown in
Table VIII. For both B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

the largest contribution to the systematic uncertainty
comes from the limited o↵-resonance data sample. In
addition, for B

+ ! ⇢
0
`
+
⌫` the systematic uncertainty

from nonresonant B ! ⇡⇡`⌫` is significant.
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Figure 3: Measured partial branching fractions as a function of q2 for B0 ! ⇡
�
`
+
⌫` (a,b) and B

+ ! ⇢
0
`
+
⌫` (c).

The fitted di↵erential rates are shown together with the one, two, and three standard-deviation uncertainty bands
for fits using constraints on the form factors from (a) LQCD, (b) LQCD and LCSR, and (c) LCSR predictions.

Table VI: Measured central values of |Vub| and the BCL
form-factor coe�cients with total uncertainties from the
fits to the B

0 ! ⇡
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+
⌫` spectrum.

B0 ! ⇡�`+⌫`
LQCD LQCD + LCSR

|Vub| (10�3) 3.93 ± 0.25 3.73 ± 0.19

f+(q
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b+0 0.42 ± 0.02 0.45 ± 0.02
b+1 �0.52 ± 0.05 �0.52 ± 0.05
b+2 �0.81 ± 0.21 �1.02 ± 0.18
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b01 �1.43 ± 0.08 �1.39 ± 0.07
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term for the

fit to the measured B
+ ! ⇢

0
`
+
⌫` q

2 spectrum takes the
form:

�
2

LCSR
=

6X

k,l=1

(bk � b
LCSR

k )C�1

LCSR,kl(bl � b
LCSR

l ), (17)

where b
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k are the constraints on the coe�cients and
C
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LCSR,kl is the corresponding inverse covariance matrix
predicted by LCSR calculations. In the evaluation of the
inverse Blaschke factors for the expansion of A1(q2) and
A2(q2) in Equation 7, mR takes the value of 5.724 GeV,
while it is 5.325 GeV for the expansion of V (q2) [6]. The
|Vub| result obtained from B

+ ! ⇢
0
`
+
⌫` using LCSR

constraints is:

|Vub|B!⇢`⌫` = (3.19± 0.12± 0.17± 0.26)⇥ 10�3.

The measured central values of |Vub| and the BSZ form-
factor coe�cients from the fit to the B

+ ! ⇢
0
`
+
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spectrum are provided in Table VII. The full correla-
tion matrix corresponding to these values is provided
in Table XIII in Appendix A. Fig. 3 shows the mea-
sured and fitted di↵erential rates of B0 ! ⇡
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⌫` and
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form-factor coe�cients with total uncertainties from the
fit to the B
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bA1
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⌫`, as well as the one, two, and three

standard-deviation uncertainty bands from the fits.

The |Vub| results obtained from B
0 ! ⇡
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+
⌫` are con-

sistent with previous exclusive measurements [3]. The
result obtained from B

+ ! ⇢
0
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+
⌫` is lower, but consis-

tent with previous |Vub| determinations from B ! ⇢`⌫`

decays [34]. The �2 per degree of freedom for the fits vary
from 1.19 to 1.28, and are provided in Tables VI and VII
for B

0 ! ⇡
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+
⌫` and B

+ ! ⇢
0
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+
⌫`, respectively. The

extracted central values of |Vub| and the coe�cients, with
the corresponding full covariance matrices, for the fits to
the B0 ! ⇡
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+
⌫` and B

+ ! ⇢
0
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+
⌫` spectra will be pro-

vided on HEPData. We confirm the stability of the |Vub|
results by repeating the fits using di↵erent q2 cut-o↵ val-
ues. The results are presented in Fig. 4 in Appendix B.

The fractional uncertainties on the |Vub| results from
various sources of systematic uncertainty are shown in
Table VIII. For both B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

the largest contribution to the systematic uncertainty
comes from the limited o↵-resonance data sample. In
addition, for B

+ ! ⇢
0
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+
⌫` the systematic uncertainty

from nonresonant B ! ⇡⇡`⌫` is significant.
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this, since the current uncertainties already cover any
di↵erence introduced by the change in model.

3. B ! Xu`⌫` model

Finally, we evaluate the uncertainties due to the B !
!`⌫`, B ! ⌘`⌫`, and B ! ⌘

0
`⌫` form factors, and obtain

uncertainties listed in the B ! Xu`⌫` category. This
category also includes the e↵ects of uncertainties of the
exclusive and inclusive B ! Xu`⌫` branching fractions,
except for the B ! ⇡`⌫` and B ! ⇢`⌫` branching frac-
tions.

G. B ! Xc`⌫` model

The B ! Xc`⌫` model category in Tables IV and V
includes the e↵ects of the uncertainties of the B ! D`⌫`

and B ! D
⇤
`⌫` form-factor parameters, and the exclu-

sive and inclusive B ! Xc`⌫` branching fractions. For
the B0 ! ⇡
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`
+
⌫` mode this contribution to the total sys-

tematic uncertainty is larger than that of the B ! Xu`⌫`

model at low q
2, but smaller at high q

2. It is subdomi-
nant over the entire q2 range for the B+ ! ⇢

0
`
+
⌫` mode.

H. Continuum reweighting

The limited o↵-resonance sample size a↵ects the con-
tinuum weights obtained during the reweighting proce-
dure, since the weights are calculated using the number of
o↵-resonance events within each bin. To account for the
uncertainties of these numbers, we produce a set of 1000
continuum weights by recalculating the weights for each
bin using o↵-resonance event numbers drawn from the
corresponding Poisson distributions. We then proceed
with the usual procedure for determining systematic un-
certainties described above. The resulting uncertainties
dominate both in the B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

mode, and are especially large in those q2 bins where the
continuum background component is largest.

VIII. |Vub| DETERMINATION

We extract |Vub| separately from B
0 ! ⇡
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⌫` and

B
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⌫` using �

2 fits to the measured q
2 spectra.
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2 is defined as
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where C
�1

ij is the inverse total covariance matrix of the
measured partial branching fractions �Bi in bin i, and

N is the number of q2 bins. The quantities ��i contain
the predictions for the di↵erential decay rates in bin i,
⌧ is the B lifetime, and �

2

Theory,m incorporates the con-
straints from theory calculation m. The predictions for
the di↵erential decay rates provided in Equations 2 and
3 include the form factors and |Vub|.
For B

0 ! ⇡
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+
⌫` we include LQCD constraints on

three f+(q2) BCL form-factor coe�cients b
+

k and two
f0(q2) BCL form-factor coe�cients b
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k given in Equa-
tions 5 and 6, respectively, as nuisance parameters.
These nuisance parameters constrain the shape and nor-
malization of the relevant form factors entering the di↵er-
ential decay rate and allow for a determination of |Vub|.
In the evaluation of the inverse Blaschke factors for the
expansion of f+(q2) in Equation 5, mR takes the value
of 5.325 GeV [8]. The �
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term takes the form:
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where the constraints on the form-factor coe�cients
b
LQCD

k and the corresponding inverse covariance ma-
trix C
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LQCD,kl are taken from the latest version of the
FLAG 21 review (February 2023) [4], and combine re-
sults from the FNAL/MILC [48], RBC/UKQCD [49],
and JLQCD [50] collaborations.
In addition to the LQCD constraints, we may also add

LCSR constraints from Ref. [5], which determine f+(q2)
and f0(q2) at five points in q

2. In this case the additional
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term takes the form:
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Here we implement direct constraints on the form fac-
tors fk (f+(q2) and f0(q2)) from LCSR predictions
f
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k , taking the corresponding inverse covariance ma-
trix C
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LCSR,kl into account.

The result for |Vub| from the B0 ! ⇡
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`
+
⌫` mode using

only the LQCD constraints is:

|Vub|B!⇡`⌫` = (3.93± 0.09± 0.13± 0.19)⇥ 10�3,

where for all quoted |Vub| results the first uncertainty is
statistical, the second is systematic and the third is the-
oretical. Upon adding the LCSR constraints, the result
for |Vub| from B
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⌫` becomes:

|Vub|B!⇡`⌫` = (3.73± 0.07± 0.07± 0.16)⇥ 10�3.

The measured central values of |Vub| and the BCL form-
factor coe�cients from the fits to the B

0 ! ⇡
�
`
+
⌫`

spectrum are provided in Table VI. The full correlation
matrices corresponding to these values are provided in
Tables XI and XII in Appendix A.
For B+ ! ⇢

0
`
+
⌫` we include LCSR constraints on six

BSZ coe�cients b
i
k given in Equation 7 from Ref. [6].

These correspond to constraints on two coe�cients each
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this, since the current uncertainties already cover any
di↵erence introduced by the change in model.

3. B ! Xu`⌫` model

Finally, we evaluate the uncertainties due to the B !
!`⌫`, B ! ⌘`⌫`, and B ! ⌘

0
`⌫` form factors, and obtain

uncertainties listed in the B ! Xu`⌫` category. This
category also includes the e↵ects of uncertainties of the
exclusive and inclusive B ! Xu`⌫` branching fractions,
except for the B ! ⇡`⌫` and B ! ⇢`⌫` branching frac-
tions.

G. B ! Xc`⌫` model

The B ! Xc`⌫` model category in Tables IV and V
includes the e↵ects of the uncertainties of the B ! D`⌫`

and B ! D
⇤
`⌫` form-factor parameters, and the exclu-

sive and inclusive B ! Xc`⌫` branching fractions. For
the B0 ! ⇡

�
`
+
⌫` mode this contribution to the total sys-

tematic uncertainty is larger than that of the B ! Xu`⌫`

model at low q
2, but smaller at high q

2. It is subdomi-
nant over the entire q2 range for the B+ ! ⇢

0
`
+
⌫` mode.

H. Continuum reweighting

The limited o↵-resonance sample size a↵ects the con-
tinuum weights obtained during the reweighting proce-
dure, since the weights are calculated using the number of
o↵-resonance events within each bin. To account for the
uncertainties of these numbers, we produce a set of 1000
continuum weights by recalculating the weights for each
bin using o↵-resonance event numbers drawn from the
corresponding Poisson distributions. We then proceed
with the usual procedure for determining systematic un-
certainties described above. The resulting uncertainties
dominate both in the B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

mode, and are especially large in those q2 bins where the
continuum background component is largest.

VIII. |Vub| DETERMINATION

We extract |Vub| separately from B
0 ! ⇡

�
`
+
⌫` and

B
+ ! ⇢

0
`
+
⌫` using �

2 fits to the measured q
2 spectra.

The �
2 is defined as

�
2 =

NX

i,j=1

(�Bi ���i⌧)C
�1

ij (�Bj ���j⌧)

+
X

m

�
2

Theory,m, (14)

where C
�1

ij is the inverse total covariance matrix of the
measured partial branching fractions �Bi in bin i, and

N is the number of q2 bins. The quantities ��i contain
the predictions for the di↵erential decay rates in bin i,
⌧ is the B lifetime, and �

2

Theory,m incorporates the con-
straints from theory calculation m. The predictions for
the di↵erential decay rates provided in Equations 2 and
3 include the form factors and |Vub|.
For B

0 ! ⇡
�
`
+
⌫` we include LQCD constraints on

three f+(q2) BCL form-factor coe�cients b
+

k and two
f0(q2) BCL form-factor coe�cients b

0

k given in Equa-
tions 5 and 6, respectively, as nuisance parameters.
These nuisance parameters constrain the shape and nor-
malization of the relevant form factors entering the di↵er-
ential decay rate and allow for a determination of |Vub|.
In the evaluation of the inverse Blaschke factors for the
expansion of f+(q2) in Equation 5, mR takes the value
of 5.325 GeV [8]. The �

2

LQCD
term takes the form:

�
2

LQCD
=

5X

k,l=1

(bk � b
LQCD

k )C�1

LQCD,kl(bl � b
LQCD

l ), (15)

where the constraints on the form-factor coe�cients
b
LQCD

k and the corresponding inverse covariance ma-
trix C

�1

LQCD,kl are taken from the latest version of the
FLAG 21 review (February 2023) [4], and combine re-
sults from the FNAL/MILC [48], RBC/UKQCD [49],
and JLQCD [50] collaborations.
In addition to the LQCD constraints, we may also add

LCSR constraints from Ref. [5], which determine f+(q2)
and f0(q2) at five points in q

2. In this case the additional
�
2

LCSR
term takes the form:

�
2

LCSR
=

10X

k,l=1

(fk � f
LCSR

k )C�1

LCSR,kl(fl � f
LCSR

l ). (16)

Here we implement direct constraints on the form fac-
tors fk (f+(q2) and f0(q2)) from LCSR predictions
f
LCSR

k , taking the corresponding inverse covariance ma-
trix C

�1

LCSR,kl into account.

The result for |Vub| from the B0 ! ⇡
�
`
+
⌫` mode using

only the LQCD constraints is:

|Vub|B!⇡`⌫` = (3.93± 0.09± 0.13± 0.19)⇥ 10�3,

where for all quoted |Vub| results the first uncertainty is
statistical, the second is systematic and the third is the-
oretical. Upon adding the LCSR constraints, the result
for |Vub| from B

0 ! ⇡
�
`
+
⌫` becomes:

|Vub|B!⇡`⌫` = (3.73± 0.07± 0.07± 0.16)⇥ 10�3.

The measured central values of |Vub| and the BCL form-
factor coe�cients from the fits to the B

0 ! ⇡
�
`
+
⌫`

spectrum are provided in Table VI. The full correlation
matrices corresponding to these values are provided in
Tables XI and XII in Appendix A.
For B+ ! ⇢

0
`
+
⌫` we include LCSR constraints on six

BSZ coe�cients b
i
k given in Equation 7 from Ref. [6].

These correspond to constraints on two coe�cients each
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(a) (b) (c)

Figure 3: Measured partial branching fractions as a function of q2 for B0 ! ⇡
�
`
+
⌫` (a,b) and B

+ ! ⇢
0
`
+
⌫` (c).

The fitted di↵erential rates are shown together with the one, two, and three standard-deviation uncertainty bands
for fits using constraints on the form factors from (a) LQCD, (b) LQCD and LCSR, and (c) LCSR predictions.

Table VI: Measured central values of |Vub| and the BCL
form-factor coe�cients with total uncertainties from the
fits to the B

0 ! ⇡
�
`
+
⌫` spectrum.

B0 ! ⇡�`+⌫`
LQCD LQCD + LCSR

|Vub| (10�3) 3.93 ± 0.25 3.73 ± 0.19

f+(q
2)

b+0 0.42 ± 0.02 0.45 ± 0.02
b+1 �0.52 ± 0.05 �0.52 ± 0.05
b+2 �0.81 ± 0.21 �1.02 ± 0.18

f0(q
2)

b00 0.02 ± 0.25 0.59 ± 0.02
b01 �1.43 ± 0.08 �1.39 ± 0.07

�2/ndf 8.39/7 8.36/7

for A1(q2), A2(q2), and V (q2). The �
2

LCSR
term for the

fit to the measured B
+ ! ⇢

0
`
+
⌫` q

2 spectrum takes the
form:

�
2

LCSR
=

6X

k,l=1

(bk � b
LCSR

k )C�1

LCSR,kl(bl � b
LCSR

l ), (17)

where b
LCSR

k are the constraints on the coe�cients and
C

�1

LCSR,kl is the corresponding inverse covariance matrix
predicted by LCSR calculations. In the evaluation of the
inverse Blaschke factors for the expansion of A1(q2) and
A2(q2) in Equation 7, mR takes the value of 5.724 GeV,
while it is 5.325 GeV for the expansion of V (q2) [6]. The
|Vub| result obtained from B

+ ! ⇢
0
`
+
⌫` using LCSR

constraints is:

|Vub|B!⇢`⌫` = (3.19± 0.12± 0.17± 0.26)⇥ 10�3.

The measured central values of |Vub| and the BSZ form-
factor coe�cients from the fit to the B

+ ! ⇢
0
`
+
⌫`

spectrum are provided in Table VII. The full correla-
tion matrix corresponding to these values is provided
in Table XIII in Appendix A. Fig. 3 shows the mea-
sured and fitted di↵erential rates of B0 ! ⇡

�
`
+
⌫` and

Table VII: Measured central values of |Vub| and the BSZ
form-factor coe�cients with total uncertainties from the
fit to the B

+ ! ⇢
0
`
+
⌫` spectrum.

B+ ! ⇢0`+⌫`
LCSR

|Vub| (10�3) 3.19 ± 0.33

A1(q
2)

bA1
0 0.27 ± 0.03
bA1
1 0.34 ± 0.13

A2(q
2)

bA2
0 0.29 ± 0.03
bA2
1 0.66 ± 0.17

V (q2)
bV0 0.33 ± 0.03
bV1 �0.93 ± 0.17

�2/ndf 3.85/3

B
+ ! ⇢

0
`
+
⌫`, as well as the one, two, and three

standard-deviation uncertainty bands from the fits.

The |Vub| results obtained from B
0 ! ⇡

�
`
+
⌫` are con-

sistent with previous exclusive measurements [3]. The
result obtained from B

+ ! ⇢
0
`
+
⌫` is lower, but consis-

tent with previous |Vub| determinations from B ! ⇢`⌫`

decays [34]. The �2 per degree of freedom for the fits vary
from 1.19 to 1.28, and are provided in Tables VI and VII
for B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`, respectively. The

extracted central values of |Vub| and the coe�cients, with
the corresponding full covariance matrices, for the fits to
the B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` spectra will be pro-

vided on HEPData. We confirm the stability of the |Vub|
results by repeating the fits using di↵erent q2 cut-o↵ val-
ues. The results are presented in Fig. 4 in Appendix B.

The fractional uncertainties on the |Vub| results from
various sources of systematic uncertainty are shown in
Table VIII. For both B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

the largest contribution to the systematic uncertainty
comes from the limited o↵-resonance data sample. In
addition, for B

+ ! ⇢
0
`
+
⌫` the systematic uncertainty

from nonresonant B ! ⇡⇡`⌫` is significant.

The results are limited by
• size of the off-resonance data set
• non-resonance  bkgd,

and reduce the tension against 
 inclusive

B → Xuℓν

|Vub |

https://doi.org/10.48550/arXiv.2407.17403

https://doi.org/10.48550/arXiv.2407.17403
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Project with polarized  beam at SuperKEKB  
Could open new window for discoveries at Belle II  
• new, rich, and unique physics opportunities, e.g. ,  (g-2)τ

• with no negative impact on the existing program

e−

sin2 θW

Figure 2: Left: Dark blue band shows Q2-dependent shift in sin2 ✓W caused by a 15 GeV mass dark
Z, adapted from [6]. Right: Comparison of the di↵erence between sin2

✓W at Q2 = 10.582GeV2 for
the SM and in a model with two values of the product of the model-dependent parameters, ✏�, as a
function of mdarkZ . The projected precision of the measurement of sin2

✓W with 40 ab�1 at Chiral
Belle is indicated by the red line. The magnitude of the SM theory error on sin2 ✓W is shown by
the yellow band.

Table 1 also indicates the uncertainties on sin2
✓
eff
W that can be achieved with 40 ab�1 of polarized

beam data - the combined uncertainty at Chiral Belle would be comparable to the Z0 world average
measured uncertainty of±0.00016 from LEP and SLD[1] but made away from the Z0-pole at an order
of magnitude lower energy scale. Assuming lepton universality, the uncertainty on sin2

✓
eff
W from

the three Chiral Belle lepton measurements, including the common systematic uncertainty on the
beam polarization measurement, is projected to be ±0.00018. Figure 1 shows the determinations
of sin2

✓W as a function of energy scale at present and future experimental facilities including
SuperKEKB upgraded with a polarized electron beam delivering 40 ab�1 of data to Belle II.

This electroweak program with polarized electron beams in SuperKEKB would also provide
the most precise tests of neutral current vector coupling universality for all available final-state
fermions. The ratio of Af1

LR/A
f2
LR, which provides a measure of the ratio g

f1
V /g

f2
V , does not depend on

the beam polarization, which cancels in the ratio. Because of this cancellation, the universality ratio
is measured with an uncertainty dominated by statistics. For example, gbV /g

c
V would be measured

with a relative uncertainty below 0.3%, an order of magnitude lower than the current uncertainty
on this ratio. In addition, right-handed b-quark couplings to the Z can be experimentally probed
with high precision at Belle II with polarized beams. Also, measurements with the projected
precision will enable Belle II to probe parity violation induced by the exchange of heavy particles
such as a hypothetical TeV-scale Z

0 boson(s). If such bosons only couple to leptons they will not
be produced at the LHC. Moreover, the SuperKEKB machine will have a unique possibility to
probe parity violation in the lepton sector mediated by light and very weakly coupled particles
often referred to as “Dark Forces”. Such forces have been entertained as a possible connecting link
between normal and dark matter [7, 8]. SuperKEKB with polarization would be uniquely sensitivity
to “Dark Sector” parity violating light neutral gauge bosons, especially when Zdark is o↵-shell and
with a mass between roughly 10 and 35 GeV [6] or even up to the Z0 pole, or couples more to the
3rd generation (see Figure 2).

4

Chiral Belle



Recent physics highlights from Belle II                  Youngjoon Kwon (Yonsei U.)                  Aug. 29, 2024  for Flavor Mini-Workshop @ Yonsei 45

With 70% polarized electron beam get unprecedented precision for 
neutral current vector couplings

1 - Physics Report Vol 427, Nos 5-6 (2006), ALEPH, OPAL, L3, DELPHI, SLD
sin2 QW - all LEP+SLD measurements combined WA = 0.23153 ± 0.00016
sin2 QW - Chiral Belle combined leptons with 40 ab-1 have error ~current WA but at 10GeV

Final State 
Fermion

SM
gv

f (MZ)
World Average1 

gv
f

Chiral Belle 

1 ab-1

Chiral Belle 

20 ab-1

Chiral Belle 

40 ab-1

Chiral Belle 
s sin2QW

40  ab-1

b-quark
(eff.=0.3)

-0.3437±.0001 -0.3220±0.0077 
(high by 2.8s)

0.0022
Improve x3

0.002
Improve x4

0.002 0.003

c-quark
(eff. = 0.3)

+0.1920±.0002 +0.1873 ± 0.0070 0.0036
Improve x2

0.001
Improve x6

0.001 0.0008

Tau
(eff. = 0.25)

-0.0371 ±.0003 -0.0366 ± 0.0010 0.0049 0.001
(similar)

0.0008 0.0004

Muon
(eff. = 0.5)

-0.0371 ±.0003 -0.03667±0.0023 0.0031 0.0007
Improve x 3

0.0005 0.0003

Electron
(17nb, eff=0.36)

-0.0371 ±.0003 -0.03816±0.00047 0.0039 0.0009 0.0006 0.0003

Status of Chiral Belle: The Beam Polarization Upgrade of SuperKEKB 10

NC coupling w/ 70%  pol.e−

1 - Physics Report Vol 427, Nos 5-6 (2006), ALEPH, OPAL, L3, DELPHI, SLD
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Figure 17: Scheme of spin rotations with restoration of their vertical direction in the main arcs
of the ring. Each spin rotator consists of two solenoids and several skew-quadrupole lenses that
compensate for the coupling of betatron oscillations introduced by these solenoids.

where ⌫o = �ae is the dimensionless spin frequency (or tune) proportional to the gamma factor of
the particle.

To detune from resonances with betatron oscillation frequencies, which can quickly depolarize
the beam due to beam-beam collision e↵ects, we chose the optimal value of the electron energy equal
to E = 7.15 GeV, which corresponds to the spin tune ⌫0 = 16.226 which is su�ciently distant both
from close to half-integer values of transverse oscillation frequencies, and from integer resonances
with their synchrotron satellites. This value of the spin tune dictates to us the required total angle
of all turns in the horizontal plane from the rotator to the interaction point equal to ✓ = 0.0968.

In the current geometry of the complicated wavy HER orbit, there is no suitable place for a spin
rotator. Moreover, given that the length of the rotator is about 10 meters, several dipoles had to
be moved from their places, simultaneously changing their angles of rotation. Such transformations
of the long insertion connecting the left and right arches were calculated and optimized taking into
account the preservation of the storage ring perimeter. The geometries of the separation of the
trajectories of the LER and HER rings are slightly di↵erent on the left and right sides from the
interaction point, see respectively Fig. 18 and 19.

In a condensed form, the scheme of intersection of the collider rings is shown in Fig. 20.
Note that due to a significant change in some of the rotation angles, the lengths of the corre-

sponding dipoles also changed. In the new scheme, the number of long dipoles is increased by two
units, while the number of short dipoles is decreased also by two units. We note that the right
half of the long experimental region in the new geometry is lengthened by 14 mm, which is fully
compensated by the corresponding shortening of its left half. Spin rotators are inserted into spe-
cially widened gaps about 10 m long, between the structural blocks of compensation for the local
chromaticity of the triplets of the strong final quadrupole lenses. Each such SX or SY-block[59]
consists of a pair of identical dipole magnets and symmetrically spaced quadrupole lenses, which
provide minus-unity of the diagonal elements of the transport matrix of the section between the
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9.2 Dipole-Solenoid-Quadrupoles Combined Function Magnets Con-
cept

This section describes the conceptual design of the spin rotator with combined function magnets
proposed by Uli Wienands (Argonne National Laboratory). The basic idea is to replace a small
number of existing HER dipoles on either side of the interaction point (IP) with the rotator magnets
in a manner that renders the change transparent to the rest of the lattice and HER operation. This
design is intended to introduce the spin rotators with minimal changes to the HER. In this design,
the spin rotator magnet consists of dipole-solenoid combined function magnets with six solenoid-
quadrupole magnets installed on the top to compensate for the x-y plane coupling caused by the
solenoid [67], as shown in Figure 29. The strength of the dipole is maintained as the original
to preserve the machine geometry. Also, this design allows the original machine to be recovered
by minimizing any disruption to the existing ring, such as by turning o↵ the solenoid-quadrupole
field in the rotator magnet. As Figure 30 shows, the spin rotator has two components: the left
rotator (L-Rot) located at ⇠ 210 m upstream of the IP, the right rotator (R-Rot) located at ⇠

169 m downstream of the IP. The L-Rot is to rotate the vertical spin of the incoming beam to
some direction in the horizontal plane, and dipoles located between L-Rot and the IP continue
to rotate spin until it reaches the longitudinal direction. Then, the R-Rot rotates the horizontal
spin back to the vertical. The choice of the rotator’s installation position has to consider the
following constraints: 1) minimizing the impact on the machine dynamics caused by installing the
spin rotator; 2) the rotator magnet strength not exceeding the technical limit. The installation
position must avoid the region ±100 m near the IP and keep the area between L-Rot and R-Rot as
narrow as possible because the vertical polarization is most stable in the ring due to the vertically
induced dipole field. Also, it is beneficial to minimize the number of dipoles that will be replaced.
The technical limit is imposed based on considering the possible technology applied to manufacture
the combined functions magnets, such as the direct wind technology [68]; the technical limit is 5 T
for the solenoid and 30 T/m for the skew-quadrupole. Considering all the constraints listed above,
the four B2E dipoles (field: 0.22075 T, length: 5.9 m) in Figure 30 are determined to be the optimal
positions to install and the detail is given in the Reference [69].

Figure 29: Uli Wienands’ (ANL) concept for a compact combined function spin rotator unit with
overlaid dipole, solenoid and skew-quadrupole superconducting coil fields.

The installation of the rotator is for the e� polarization purpose only; the original machine
dynamics must be preserved as much as possible, which is called “transparency”. Procedures
performed to achieve transparency include the decoupling, optical rematching, and restoring of ring
parameters. The x-y plane is decoupled at the exit of the rotator by fitting the skew-quads. The
optical functions, such as the beta, alpha, and dispersion, need to be matched to the original at
the exit of the rotator region by tuning nearby existing quadrupoles to restore the beam dynamics.
Also, the overall ring parameters such as the Tunes and the chromaticities need to be the same as
in the original lattice to make the rotator fully transparent to the ring.
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Closing remarks
Belle II has collected over  data sample in its first 3 years of 
operation before LS1, and started Run 2 data taking in Feb. this year.

With the data set of ~1/2 the size of Belle, the physics precision of Belle II 
results are comparable or better in many analyses.

Recent Belle II physics highlights include first evidence for , 
and inclusive test of LFU with .

Belle II also started her endeavor to understand the ‘Incl.-Excl. tension’ 
on  and .

Run 2 is underway with the goal of collecting a several  data in the 
next few years.  Please stay tuned!

0.4 ab−1

B+ → K+νν̄
B → Xτν

|Vub | |Vcb |

ab−1
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