
 1

Youngjoon Kwon (Yonsei U.)
Oct. 13-25, AEPSHEP 2016

Statistical Techniques for HEP (III)



Parameter Estimation

Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects



Y. Kwon (Yonsei University)              Statistical Techniques for HEP (III)                 Aug. 7-9, 2018 !3

Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects

Likelihood function

The likelihood function

• Suppose the entire result of an experiment (set of measurements) is a
collection of numbers ~x, and suppose the joint PDF for the data ~x is a
function depending on a set of parameters ~✓: f(~x; ~✓)

• Evaluate this function with the measured data ~x, regarding this as a
function of ~✓ only. This is the likelihood function.

L(~✓) = f(~x; ~✓) (~x, fixed)
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So we define the max. likelihood (ML) estimator(s) to be the 
parameter value(s) for which the L becomes maximum.
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The likelihood function for i.i.d. data
i.i.d. = independent and identically distributed

• Consider n independent observations of {x : x1, · · · , xn}, where x
follows f(x, ✓).
The joint PDF for the whole data sample is:

f(x1, · · · , xn; ~✓) =
nY

i=1

f(xi; ~✓)

• In this case, the likelihood function is

L(~✓) =
nY

i=1

f(xi; ~✓) (xi constant)
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ML estimator example: fitting to a straight line

• Suppose we have a set of data:
(xi, yi, �i), i = 1, · · · , n.

• Modeling: yi are independent and follow
yi ⇠ G(µ(xi), �i) (G: Gaussian) where
µ(xi) are modelled as
µ(x; ✓0, ✓1) = ✓0 + ✓1x
Assume xi and �i are known.

• Goal: to estimate ✓0
Here, let’s suppose we don’t care about
✓1 (an example of a nuisance parameter)
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ML fit with Gaussian data

• In this example, the yi are assumed independent, so that likelihood
function is a product of Gaussians:

L(✓0, ✓1) =
nY

i=1

1p
2⇡�i

exp

"
�1

2
(yi � µ(xi; ✓0, ✓1))

2

�2
i

#

• Then maximizing L is equivalent to minimizing

�2(✓0, ✓1) = �2 ln L(✓0, ✓1) + C =
nX

i=1

(yi � µ(xi; ✓0, ✓1))
2

�2
i

i.e., for Gaussian data, ML fitting is the same as the method of least
squares
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ML fit or Least-square fit?
Consider we have a random variable x ∈ [0, 3], and a 
distribution f(x). 

In a series of measurements, we obtained 

•9 events in [0,1), 10 events in [1,2), and 8 events in [2,3] 

•We have a model of uniform f(x), and would like to estimate the 
mean value of ∫ f(x) dx for each histogram bin. 

Run a thought-experiment, comparing 

•maximum likelihood method, and least-square method 

•Do they give the same result?

!9
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Bayesian likelihood function
• Suppose our L-function contains two parameters ✓0 and ✓1, where we have

some knoweldege about the prior probability on ✓1 from previous
measurements:

⇡(✓0, ✓1) = ⇡0(✓0)⇡1(✓1)

⇡0(✓0) = const.

⇡1(✓1) =
1p

2⇡�p
e�(✓1�✓p)

2/2�2
p

• Putting this into the Bayes’ theorem gives the posterior probability:

p(✓0, ✓1|~x) /
nY

i=1

1p
2⇡�i

e�(yi�µ(xi;✓0,✓1))
2/2�2

i ⇡0
1p

2⇡�p
e�(✓1�✓p)

2/2�2
p

• Then, p(✓0|~x) =
R

p(✓0, ✓1|~x) d✓1
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with alternative priors
• Suppose we don’t have a previous measurement of ✓1 but rather a theorist

saying that ✓1 should be > 0 and not too much greater than, say, 0.1 or so.
In that case, we may try modeling the prior for ✓1 as something like

⇡1(✓1) =
1
⌧

e�✓1/⌧ , ✓1 � 0, ⌧ = 0.1

• From this we obtain (numerically) the posterior PDF for ✓0

• This plot summarizes all knowledge about
✓0.
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other advanced topics
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 nuisance parameters & systematic uncertainties 
 spurious exclusion ➔ the CLs procedure 
 look-elsewhere effect 
 blind analysis
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What can go wrong in a measurement?

Determination of any elements in the final number can be 
wrong due to incomplete knowledge about the experimental 
apparatuses, background contaminations, etc.

All such sources shall be studied and corrected for.  Any 
uncertainties in these shall be included in the systematic 
uncertainty.

!13

Consider a typical branching fraction measurement
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Systematic uncertainties?
In statistics, they call it the “nuisance parameter”
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Nuisance parameters
• In general our model of the data is not perfect

• can improve model by including additional adjustable parameters:
L(x|✓) ! L(x|✓, ⌫)

• Nuisance parameter $ systematic uncertainty
Some point in the parameter space of the enlarged model must be
“true”

• Presence of nuisance parameter(s) decreases sensitivity of analysis to
the parameter of interest (e.g. larger variance of estimate).
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p-values with nuisance parameters

• Suppose we have a statistic q to test a hypothesized value of a
parameter ✓, such that the p-value of ✓ is

p✓ =

Z 1

q✓,obs
f(q✓|✓, ⌫) dq✓

• But what value of ⌫ should we use for f(q✓|✓, ⌫)?
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The profile likelihood ratio
• Base significance test on the profile likelihood ratio

6 

The profile likelihood ratio 
Base significance test on the profile likelihood ratio: 

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 2 

maximizes L for 
Specified µ!

maximize L!

The likelihood ratio of point hypotheses gives optimum test   
(Neyman-Pearson lemma); statistic above is near optimal. 

Advantage of !(µ) is that in large sample limit, f(-2ln!(µ)|µ)   
approaches a chi-square pdf for 1 degree of freedom (Wilks thm). 

profile likelihood 

- the likelihood ratio of point hypotheses gives optimal test
(by Neyman-Pearson lemma)

- the statistic above is nearly optimal

• Advantage of �(µ) – in large sample limit, f(�2 ln �(µ) |µ ) approaches a �2

pdf for n = 1 (by Wilks’ theorem)
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Low sensitivity to µ 
It can be that the effect of a given hypothesized µ is very small 
relative to the background-only (µ = 0) prediction. 

This means that the distributions f(qµ|µ) and f(qµ|0) will be 
almost the same: 

 critical region

α
!18

Spurious exclusion
Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects

•This means that one excludes 
hypotheses to which one has 
essentially no sensitivity (e.g. 
mH = 1000 TeV) 

•It is called the “spurious 
exclusion”

“spurious” = not being what it claims to be

Sometimes, the effect of a given hypothesized µ is very small 
relative to the null (µ =0) prediction

•In that case, the distributions f (qμ|μ) and f (qμ|0) will be almost the 
same.
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In contrast, for a high-sensitivity test, the two pdf’s -- f (qμ|μ) and 
f (qμ|0) -- are well separated

Spurious exclusion

In this case, the power is substantially higher than 1−α.  
Use this 'power' as a measure of the sensitivity.

Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 2 19 

Having sufficient sensitivity 
In contrast, having sensitivity to µ means that the distributions 
f(qµ|µ) and f(qµ|0)  are more separated:  

That is, the power (probability to reject µ if µ = 0) is substantially  
higher than !.  Use this power as a measure of the sensitivity. 

 critical region

α
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• The problem of excluding values to which one has no sensitivity is
known for a long time

• In the 1990s this problem was re-examined for the LEP Higgs search,
e.g.
T. Junk, NIM A 434, 435 (1999); A.L. Read, J. Phys. G 28, 2693 (2002).
and led to the “CLs” procedure for upper limits
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The CLs procedure
• In the CLs formulation, one tests both the µ = 0 (b) and µ > 0 (s + b)

hypotheses with the same statistic Q = �2 ln Ls+b/Lb

Y. Kwon (Yonsei Univ.) Statistical methods for HEP analysis Jan. 20, 2014

The CLs procedure

!21
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The CLs procedure

• The CLs prescription is to base the test on the usual p-value (CLs+b),
but rather to divide this by CLb(= 1 � pb)

CLs ⌘ CLs+b

CLb
=

ps+b

1 � pb

• Reject s + b hypothesis if CLs < ↵

• Makes “effective” p-value bigger
when the two distributions become
close, thus preventing exclusion if
sensitivity is low

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016
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The CLs procedure

• The CLs prescription is to base the test on the usual p-value (CLs+b),
but rather to divide this by CLb(= 1 � pb)

CLs ⌘ CLs+b

CLb
=

ps+b

1 � pb

• Reject s + b hypothesis if CLs < ↵

• Makes “effective” p-value bigger
when the two distributions become
close, thus preventing exclusion if
sensitivity is low
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The CLs procedureThe CLs procedure

CLs ⌘
CLs+b

CLb
=

ps+b

1 � pb

• Reject s + b hypothesis if CLs < ↵

• Reduces “effective” p-value when
the two distributions become close,
thus preventing exclusion if
sensitivity is low
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The CLs procedure

CLs ⌘
CLs+b

CLb
=

ps+b

1 � pb

• Reject s + b hypothesis if CLs < ↵

• Reduces “effective” p-value when
the two distributions become close,
thus preventing exclusion if
sensitivity is low
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The CLs procedure - an example
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1. Introduction

Flavour-changing neutral current (FCNC) processes are highly
suppressed in the Standard Model (SM) since they are only al-
lowed at loop level and are affected by Glashow–Iliopoulos–Maiani
(GIM) suppression [1]. They have been extensively studied in pro-
cesses that involve K and B mesons. In D meson decays, FCNC
processes are even more suppressed by the GIM mechanism, due
to the absence of a high-mass down-type quark. The D0 → µ+µ−

decay is very rare in the SM because of additional helicity suppres-
sion. The short distance perturbative contribution to the branching
fraction (B) is of the order of 10−18 while the long distance non-
perturbative contribution, dominated by the two-photon interme-
diate state, is about 2.7 × 10−5 × B(D0 → γ γ ) [2]. The current
upper limit on B(D0 → γ γ ) of 2.2 × 10−6 at 90% confidence level
(CL) [3] translates into an upper bound for the SM prediction for
B(D0 → µ+µ−) of about 6 × 10−11. Given the current upper limit
on B(D0 → µ+µ−) of 1.4 × 10−7 at 90% CL [4], there is therefore
more than three orders of magnitude in B(D0 → µ+µ−) to be ex-
plored before reaching the sensitivity of the theoretical prediction.

Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-

✩ © CERN for the benefit of the LHCb Collaboration.

duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two

0370-2693/ © 2013 CERN. Published by Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2013.06.037
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Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-
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duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two
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Table 2
PDF components describing mµ+µ− and !mµ+µ− distributions in the signal and corresponding freely varying and Gaussian constrained fit parameters. The coefficients of
the exponential (EXP) function used to describe both the D∗+ → D0(K −π+)π+ and D∗+ → D0(π−µ+νµ)π+ backgrounds are γKπ and γπµν while f Kπ and fπµν are
the normalisation factors to the D∗+ → D0(π+π−)π+ events. The symbols ⟨!mµ+µ− ⟩η , η = i, j and k represent the mean values and (σ!

1 )η the narrower width of the
double Gaussian (DG) PDF describing D∗+ → D0(π+π−)π+ , D∗+ → D0(K −π+)π+ and D∗+ → D0(K −µ+νµ)π+ distributions (for D∗+ → D0(K −π+)π+ a single Gaussian
(SG) PDF is used). The normalisation for the D∗+ → D0(π+π−)π+ event yield is obtained from the procedure described in Section 5. The function fm is a constant. The
parameters ω, µ and σ of the Crystal Ball function describing the D∗+ → D0(π+π−)π+ events are described in Section 4.

Fit component mµ+µ− !mµ+µ− Free Constrained

Combinatorial fm f! yield,
a, b, c

D∗+ → D0(π+π−)π+ CB DG α, εππ→µµ , ω, µ, σ ,
⟨!mµ+µ− ⟩i , (σ!

1 )i

D∗+ → D0(K −π+)π+ EXP SG γKπ , f Kπ , ⟨!mµ+µ− ⟩ j , (σ!) j

D∗+ → D0(π−µ+νµ)π+ EXP DG γπµν , fπµν , ⟨!mµ+µ− ⟩k , (σ!
1 )k

D∗+ → D0(µ+µ−)π+ CB DG yield

of the misidentification probabilities of the two D0 daughters.
The kaon to muon misidentification probability is measured with
D∗+ → D0(K −π+)π+ decays, triggered by spectator particles with
respect to the kaon, and is found to be (6.3 ± 0.6) × 10−4. This
very small value is achieved using the kaon veto based on the
RICH detectors, as described in Section 3. The estimated yield of
D∗+ → D0(π+π−)π+ is compatible with that obtained from the
method described above, though with a larger uncertainty.

6. Results

The search for the D0 → µ+µ− decay is performed us-
ing an unbinned extended maximum likelihood fit to the two-
dimensional distribution of !mµ+µ− and mµ+µ− . The five different
fit components are the signal D∗+ → D0(µ+µ−)π+ , the combina-
torial background and the background from D∗+ → D0(π+π−)π+ ,
D∗+ → D0(K −π+)π+ and D∗+ → D0(π−µ+νµ)π+ decays.

The PDF shapes are chosen as detailed in Table 2. The param-
eter input values are determined from the simulation of the in-
dividual channels, except for the combinatorial background, which
is assumed to have a smooth distribution across the whole invari-
ant mass difference !mµ+µ− and invariant mass mµ+µ− ranges,
as in the D∗+ → D0(π+π−)π+ fit of Section 4. The table also
shows the corresponding fit parameters that are allowed to vary,
both freely and with Gaussian constraints. Other fit parameters,
not included in the table, are fixed to the values obtained from the
simulation. It is explicitly checked that the final result is insensi-
tive to the variation of these parameters.

The width of the CB function describing the D∗+ →
D0(π+π−)π+ background in the mµ+µ− distribution and the
narrower width of the double Gaussian shape describing the
D∗+ → D0(π+π−)π+ background in the !mµ+µ− distribution are
corrected for the broader mass distribution observed in data; the
widths are increased by about 40% in !mµ+µ− and 25% in mµ+µ− .
The CB slope parameter is fixed to the mean value obtained from
simulation. Varying this value within its uncertainty leads to a
negligible change in the final result.

The D∗+ → D0(K −π+)π+ and D∗+ → D0(π−µ+νµ)π+ yields
are normalised to the D∗+ → D0(π+π−)π+ yields based on their
relative branching fractions, on the number of generated events
and on the pion to muon and kaon to muon misidentification
probabilities, as measured from data. To take into account discrep-
ancies between data and simulation for these two latter quantities,
a conservative uncertainty of 50% and 30% is assigned, respectively.

The signal PDFs are parametrised as in the D∗+ →
D0(π+π−)π+ fit of Section 4 and the shape parameters are fixed
to the D∗+ → D0(π+π−)π+ output fit values. A variation of these
parameters within their uncertainties give a negligible effect on
the final value for B(D0 → µ+µ−).

Fig. 4. (a) Invariant mass difference !mµ+µ− , with mµ+µ− in the range
1820–1885 MeV/c2 and (b) invariant mass mµ+µ− , with !mµ+µ− in the range
144–147 MeV/c2 for D∗+ → D0(µ+µ−)π+ candidates. The projections of the two-
dimensional unbinned extended maximum likelihood fit are overlaid. The curves
represent the total distribution (solid black), the D∗+ → D0(π+π−)π+ (dashed
red), the combinatorial background (dashed yellow), the D∗+ → D0(K −π+)π+

(dash-dotted blue), the D∗+ → D0(π−µ+νµ)π+ (dash-dotted purple) and the sig-
nal D∗+ → D0(µ+µ−)π+ (solid green) contribution. (For interpretation of the ref-
erences to colour in this figure legend, the reader is referred to the web version of
this Letter.)

The systematic uncertainties related to both the normalisation,
through α, and the background shapes and yields, are included in
the fit as Gaussian constraints to the parameters.

After the fit, all constrained parameters converged to the input
values within a few percent but εππ→µµ and ω, which changed by
about +16% and −20%, respectively, though remaining consistent
with the fit input values, within the uncertainty.

Fig. 4 shows the !mµ+µ− and mµ+µ− distributions, together
with the one-dimensional binned projections of the two-dimen-
sional fit overlaid. The χ2/ndf of the fit projections are 1.0 and 1.3,
corresponding to probabilities of 44% and 19%, respectively. The
data are consistent with the expected backgrounds. In particular,
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of the misidentification probabilities of the two D0 daughters.
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D∗+ → D0(K −π+)π+ decays, triggered by spectator particles with
respect to the kaon, and is found to be (6.3 ± 0.6) × 10−4. This
very small value is achieved using the kaon veto based on the
RICH detectors, as described in Section 3. The estimated yield of
D∗+ → D0(π+π−)π+ is compatible with that obtained from the
method described above, though with a larger uncertainty.

6. Results

The search for the D0 → µ+µ− decay is performed us-
ing an unbinned extended maximum likelihood fit to the two-
dimensional distribution of !mµ+µ− and mµ+µ− . The five different
fit components are the signal D∗+ → D0(µ+µ−)π+ , the combina-
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eter input values are determined from the simulation of the in-
dividual channels, except for the combinatorial background, which
is assumed to have a smooth distribution across the whole invari-
ant mass difference !mµ+µ− and invariant mass mµ+µ− ranges,
as in the D∗+ → D0(π+π−)π+ fit of Section 4. The table also
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negligible change in the final result.
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relative branching fractions, on the number of generated events
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ancies between data and simulation for these two latter quantities,
a conservative uncertainty of 50% and 30% is assigned, respectively.

The signal PDFs are parametrised as in the D∗+ →
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to the D∗+ → D0(π+π−)π+ output fit values. A variation of these
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The systematic uncertainties related to both the normalisation,
through α, and the background shapes and yields, are included in
the fit as Gaussian constraints to the parameters.

After the fit, all constrained parameters converged to the input
values within a few percent but εππ→µµ and ω, which changed by
about +16% and −20%, respectively, though remaining consistent
with the fit input values, within the uncertainty.

Fig. 4 shows the !mµ+µ− and mµ+µ− distributions, together
with the one-dimensional binned projections of the two-dimen-
sional fit overlaid. The χ2/ndf of the fit projections are 1.0 and 1.3,
corresponding to probabilities of 44% and 19%, respectively. The
data are consistent with the expected backgrounds. In particular,
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a conservative uncertainty of 50% and 30% is assigned, respectively.

The signal PDFs are parametrised as in the D∗+ →
D0(π+π−)π+ fit of Section 4 and the shape parameters are fixed
to the D∗+ → D0(π+π−)π+ output fit values. A variation of these
parameters within their uncertainties give a negligible effect on
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Fig. 4. (a) Invariant mass difference !mµ+µ− , with mµ+µ− in the range
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The systematic uncertainties related to both the normalisation,
through α, and the background shapes and yields, are included in
the fit as Gaussian constraints to the parameters.

After the fit, all constrained parameters converged to the input
values within a few percent but εππ→µµ and ω, which changed by
about +16% and −20%, respectively, though remaining consistent
with the fit input values, within the uncertainty.

Fig. 4 shows the !mµ+µ− and mµ+µ− distributions, together
with the one-dimensional binned projections of the two-dimen-
sional fit overlaid. The χ2/ndf of the fit projections are 1.0 and 1.3,
corresponding to probabilities of 44% and 19%, respectively. The
data are consistent with the expected backgrounds. In particular,
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1. Introduction

Flavour-changing neutral current (FCNC) processes are highly
suppressed in the Standard Model (SM) since they are only al-
lowed at loop level and are affected by Glashow–Iliopoulos–Maiani
(GIM) suppression [1]. They have been extensively studied in pro-
cesses that involve K and B mesons. In D meson decays, FCNC
processes are even more suppressed by the GIM mechanism, due
to the absence of a high-mass down-type quark. The D0 → µ+µ−

decay is very rare in the SM because of additional helicity suppres-
sion. The short distance perturbative contribution to the branching
fraction (B) is of the order of 10−18 while the long distance non-
perturbative contribution, dominated by the two-photon interme-
diate state, is about 2.7 × 10−5 × B(D0 → γ γ ) [2]. The current
upper limit on B(D0 → γ γ ) of 2.2 × 10−6 at 90% confidence level
(CL) [3] translates into an upper bound for the SM prediction for
B(D0 → µ+µ−) of about 6 × 10−11. Given the current upper limit
on B(D0 → µ+µ−) of 1.4 × 10−7 at 90% CL [4], there is therefore
more than three orders of magnitude in B(D0 → µ+µ−) to be ex-
plored before reaching the sensitivity of the theoretical prediction.

Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-

✩ © CERN for the benefit of the LHCb Collaboration.

duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two

0370-2693/ © 2013 CERN. Published by Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2013.06.037

Physics Letters B 725 (2013) 15–24

Contents lists available at SciVerse ScienceDirect

Physics Letters B

www.elsevier.com/locate/physletb

Search for the rare decay D0 → µ+µ− ✩

.LHCb Collaboration

a r t i c l e i n f o a b s t r a c t

Article history:
Received 22 May 2013
Received in revised form 18 June 2013
Accepted 20 June 2013
Available online 4 July 2013
Editor: L. Rolandi

A search for the rare decay D0 → µ+µ− is performed using a data sample, corresponding to an
integrated luminosity of 0.9 fb−1, of pp collisions collected at a centre-of-mass energy of 7 TeV by the
LHCb experiment. The observed number of events is consistent with the background expectations and
corresponds to an upper limit of B(D0 → µ+µ−) < 6.2 (7.6) × 10−9 at 90% (95%) confidence level. This
result represents an improvement of more than a factor twenty with respect to previous measurements.

© 2013 CERN. Published by Elsevier B.V. All rights reserved.

1. Introduction

Flavour-changing neutral current (FCNC) processes are highly
suppressed in the Standard Model (SM) since they are only al-
lowed at loop level and are affected by Glashow–Iliopoulos–Maiani
(GIM) suppression [1]. They have been extensively studied in pro-
cesses that involve K and B mesons. In D meson decays, FCNC
processes are even more suppressed by the GIM mechanism, due
to the absence of a high-mass down-type quark. The D0 → µ+µ−

decay is very rare in the SM because of additional helicity suppres-
sion. The short distance perturbative contribution to the branching
fraction (B) is of the order of 10−18 while the long distance non-
perturbative contribution, dominated by the two-photon interme-
diate state, is about 2.7 × 10−5 × B(D0 → γ γ ) [2]. The current
upper limit on B(D0 → γ γ ) of 2.2 × 10−6 at 90% confidence level
(CL) [3] translates into an upper bound for the SM prediction for
B(D0 → µ+µ−) of about 6 × 10−11. Given the current upper limit
on B(D0 → µ+µ−) of 1.4 × 10−7 at 90% CL [4], there is therefore
more than three orders of magnitude in B(D0 → µ+µ−) to be ex-
plored before reaching the sensitivity of the theoretical prediction.

Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-

✩ © CERN for the benefit of the LHCb Collaboration.

duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two

0370-2693/ © 2013 CERN. Published by Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2013.06.037

Physics Letters B 725 (2013) 15–24

Contents lists available at SciVerse ScienceDirect

Physics Letters B

www.elsevier.com/locate/physletb

Search for the rare decay D0 → µ+µ− ✩

.LHCb Collaboration

a r t i c l e i n f o a b s t r a c t

Article history:
Received 22 May 2013
Received in revised form 18 June 2013
Accepted 20 June 2013
Available online 4 July 2013
Editor: L. Rolandi

A search for the rare decay D0 → µ+µ− is performed using a data sample, corresponding to an
integrated luminosity of 0.9 fb−1, of pp collisions collected at a centre-of-mass energy of 7 TeV by the
LHCb experiment. The observed number of events is consistent with the background expectations and
corresponds to an upper limit of B(D0 → µ+µ−) < 6.2 (7.6) × 10−9 at 90% (95%) confidence level. This
result represents an improvement of more than a factor twenty with respect to previous measurements.

© 2013 CERN. Published by Elsevier B.V. All rights reserved.

1. Introduction

Flavour-changing neutral current (FCNC) processes are highly
suppressed in the Standard Model (SM) since they are only al-
lowed at loop level and are affected by Glashow–Iliopoulos–Maiani
(GIM) suppression [1]. They have been extensively studied in pro-
cesses that involve K and B mesons. In D meson decays, FCNC
processes are even more suppressed by the GIM mechanism, due
to the absence of a high-mass down-type quark. The D0 → µ+µ−

decay is very rare in the SM because of additional helicity suppres-
sion. The short distance perturbative contribution to the branching
fraction (B) is of the order of 10−18 while the long distance non-
perturbative contribution, dominated by the two-photon interme-
diate state, is about 2.7 × 10−5 × B(D0 → γ γ ) [2]. The current
upper limit on B(D0 → γ γ ) of 2.2 × 10−6 at 90% confidence level
(CL) [3] translates into an upper bound for the SM prediction for
B(D0 → µ+µ−) of about 6 × 10−11. Given the current upper limit
on B(D0 → µ+µ−) of 1.4 × 10−7 at 90% CL [4], there is therefore
more than three orders of magnitude in B(D0 → µ+µ−) to be ex-
plored before reaching the sensitivity of the theoretical prediction.

Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-

✩ © CERN for the benefit of the LHCb Collaboration.

duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two

0370-2693/ © 2013 CERN. Published by Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2013.06.037

CLs example



!26

Physics Letters B 725 (2013) 15–24

Contents lists available at SciVerse ScienceDirect

Physics Letters B

www.elsevier.com/locate/physletb

Search for the rare decay D0 → µ+µ− ✩

.LHCb Collaboration

a r t i c l e i n f o a b s t r a c t

Article history:
Received 22 May 2013
Received in revised form 18 June 2013
Accepted 20 June 2013
Available online 4 July 2013
Editor: L. Rolandi

A search for the rare decay D0 → µ+µ− is performed using a data sample, corresponding to an
integrated luminosity of 0.9 fb−1, of pp collisions collected at a centre-of-mass energy of 7 TeV by the
LHCb experiment. The observed number of events is consistent with the background expectations and
corresponds to an upper limit of B(D0 → µ+µ−) < 6.2 (7.6) × 10−9 at 90% (95%) confidence level. This
result represents an improvement of more than a factor twenty with respect to previous measurements.

© 2013 CERN. Published by Elsevier B.V. All rights reserved.

1. Introduction

Flavour-changing neutral current (FCNC) processes are highly
suppressed in the Standard Model (SM) since they are only al-
lowed at loop level and are affected by Glashow–Iliopoulos–Maiani
(GIM) suppression [1]. They have been extensively studied in pro-
cesses that involve K and B mesons. In D meson decays, FCNC
processes are even more suppressed by the GIM mechanism, due
to the absence of a high-mass down-type quark. The D0 → µ+µ−

decay is very rare in the SM because of additional helicity suppres-
sion. The short distance perturbative contribution to the branching
fraction (B) is of the order of 10−18 while the long distance non-
perturbative contribution, dominated by the two-photon interme-
diate state, is about 2.7 × 10−5 × B(D0 → γ γ ) [2]. The current
upper limit on B(D0 → γ γ ) of 2.2 × 10−6 at 90% confidence level
(CL) [3] translates into an upper bound for the SM prediction for
B(D0 → µ+µ−) of about 6 × 10−11. Given the current upper limit
on B(D0 → µ+µ−) of 1.4 × 10−7 at 90% CL [4], there is therefore
more than three orders of magnitude in B(D0 → µ+µ−) to be ex-
plored before reaching the sensitivity of the theoretical prediction.

Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-

✩ © CERN for the benefit of the LHCb Collaboration.

duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two

0370-2693/ © 2013 CERN. Published by Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2013.06.037

Physics Letters B 725 (2013) 15–24

Contents lists available at SciVerse ScienceDirect

Physics Letters B

www.elsevier.com/locate/physletb

Search for the rare decay D0 → µ+µ− ✩

.LHCb Collaboration

a r t i c l e i n f o a b s t r a c t

Article history:
Received 22 May 2013
Received in revised form 18 June 2013
Accepted 20 June 2013
Available online 4 July 2013
Editor: L. Rolandi

A search for the rare decay D0 → µ+µ− is performed using a data sample, corresponding to an
integrated luminosity of 0.9 fb−1, of pp collisions collected at a centre-of-mass energy of 7 TeV by the
LHCb experiment. The observed number of events is consistent with the background expectations and
corresponds to an upper limit of B(D0 → µ+µ−) < 6.2 (7.6) × 10−9 at 90% (95%) confidence level. This
result represents an improvement of more than a factor twenty with respect to previous measurements.

© 2013 CERN. Published by Elsevier B.V. All rights reserved.

1. Introduction

Flavour-changing neutral current (FCNC) processes are highly
suppressed in the Standard Model (SM) since they are only al-
lowed at loop level and are affected by Glashow–Iliopoulos–Maiani
(GIM) suppression [1]. They have been extensively studied in pro-
cesses that involve K and B mesons. In D meson decays, FCNC
processes are even more suppressed by the GIM mechanism, due
to the absence of a high-mass down-type quark. The D0 → µ+µ−

decay is very rare in the SM because of additional helicity suppres-
sion. The short distance perturbative contribution to the branching
fraction (B) is of the order of 10−18 while the long distance non-
perturbative contribution, dominated by the two-photon interme-
diate state, is about 2.7 × 10−5 × B(D0 → γ γ ) [2]. The current
upper limit on B(D0 → γ γ ) of 2.2 × 10−6 at 90% confidence level
(CL) [3] translates into an upper bound for the SM prediction for
B(D0 → µ+µ−) of about 6 × 10−11. Given the current upper limit
on B(D0 → µ+µ−) of 1.4 × 10−7 at 90% CL [4], there is therefore
more than three orders of magnitude in B(D0 → µ+µ−) to be ex-
plored before reaching the sensitivity of the theoretical prediction.

Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-

✩ © CERN for the benefit of the LHCb Collaboration.

duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two

0370-2693/ © 2013 CERN. Published by Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2013.06.037

Physics Letters B 725 (2013) 15–24

Contents lists available at SciVerse ScienceDirect

Physics Letters B

www.elsevier.com/locate/physletb

Search for the rare decay D0 → µ+µ− ✩

.LHCb Collaboration

a r t i c l e i n f o a b s t r a c t

Article history:
Received 22 May 2013
Received in revised form 18 June 2013
Accepted 20 June 2013
Available online 4 July 2013
Editor: L. Rolandi

A search for the rare decay D0 → µ+µ− is performed using a data sample, corresponding to an
integrated luminosity of 0.9 fb−1, of pp collisions collected at a centre-of-mass energy of 7 TeV by the
LHCb experiment. The observed number of events is consistent with the background expectations and
corresponds to an upper limit of B(D0 → µ+µ−) < 6.2 (7.6) × 10−9 at 90% (95%) confidence level. This
result represents an improvement of more than a factor twenty with respect to previous measurements.

© 2013 CERN. Published by Elsevier B.V. All rights reserved.

1. Introduction

Flavour-changing neutral current (FCNC) processes are highly
suppressed in the Standard Model (SM) since they are only al-
lowed at loop level and are affected by Glashow–Iliopoulos–Maiani
(GIM) suppression [1]. They have been extensively studied in pro-
cesses that involve K and B mesons. In D meson decays, FCNC
processes are even more suppressed by the GIM mechanism, due
to the absence of a high-mass down-type quark. The D0 → µ+µ−

decay is very rare in the SM because of additional helicity suppres-
sion. The short distance perturbative contribution to the branching
fraction (B) is of the order of 10−18 while the long distance non-
perturbative contribution, dominated by the two-photon interme-
diate state, is about 2.7 × 10−5 × B(D0 → γ γ ) [2]. The current
upper limit on B(D0 → γ γ ) of 2.2 × 10−6 at 90% confidence level
(CL) [3] translates into an upper bound for the SM prediction for
B(D0 → µ+µ−) of about 6 × 10−11. Given the current upper limit
on B(D0 → µ+µ−) of 1.4 × 10−7 at 90% CL [4], there is therefore
more than three orders of magnitude in B(D0 → µ+µ−) to be ex-
plored before reaching the sensitivity of the theoretical prediction.

Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-

✩ © CERN for the benefit of the LHCb Collaboration.

duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two

0370-2693/ © 2013 CERN. Published by Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2013.06.037

16 LHCb Collaboration / Physics Letters B 725 (2013) 15–24

muons with
√

pT 1 × pT 2 > 1.3 GeV/c. Decay channels with muons
in the final state, D∗+ → D0(µ+µ−)π+ and J/ψ → µ+µ− , are
required to have one of the decay particles having triggered the
event. Channels with only hadrons in the final state, D∗+ →
D0(K −π+)π+ , D∗+ → D0(π+π−)π+ and D0 → K −π+ , are re-
quired to be triggered by particles other than those forming the
candidate decay, called spectator particles in the following.

Exceptions to this trigger scheme are made for J/ψ → µ+µ−

events, when used to determine the trigger efficiency, and D∗+ →
D0(K −π+)π+ events, when used to determine the probability of
hadron to muon misidentification, as described in Sections 4 and 5,
respectively.

The software trigger selects events, for muonic final states, with
either one track identified as a muon with pT > 1.0 GeV/c and
impact parameter with respect to the PV larger than 0.1 mm,
or with two oppositely-charged tracks identified as muons, that
form a vertex and have an invariant mass mµ+µ− > 1 GeV/c2. For
hadronic final states, it selects events with at least one track with
pT > 1.7 GeV/c and χ2

IP > 16, where χ2
IP is the difference between

the χ2 of the PV built with and without the considered track.
In a second stage, the software trigger uses algorithms that re-

construct two-body D0 decays using exactly the same criteria as
the offline selection for signal and control samples. In the soft-
ware trigger, all selected final states are required to have one
of the decay particles having triggered the event. Both D∗+ →
D0(π+π−)π+ and D∗+ → D0(K −π+)π+ candidate events are
prescaled to comply with the bandwidth requirements of the ex-
periment.

Simulation samples of signal, normalisation and control chan-
nels, produced in an inclusive way, i.e. including also the cor-
rect fraction of decays from b hadrons, are used for determin-
ing the various efficiencies: pp collisions are generated using
Pythia 6.4 [9] with a specific LHCb configuration [10]; decays of
hadronic particles are described by EvtGen [11] in which final
state radiation is generated using Photos [12] and the interac-
tion of the generated particles with the detector and its response
are implemented using the Geant4 toolkit [13,14] as described in
Ref. [15].

3. Candidate selection

Candidate D0 → µ+µ− decays are reconstructed in D∗+ →
D0π+ decays. The two D0 daughter tracks are required to be of
good quality (χ2 per degree of freedom (ndf) < 5) and to be dis-
placed with respect to the closest PV, with χ2

IP larger than 3 and
8 and pT larger than 750 MeV/c and 1100 MeV/c. The D0 sec-
ondary vertex (SV) is required to be of good quality (χ2

SV < 10)
and clearly separated from the PV in the forward direction (vertex
separation χ2 > 20). When more than one PV per event is recon-
structed, the one that gives the minimum χ2

IP for the candidate is
chosen. The D0 candidate has to point to the PV (χ2

IP < 15 and
cos(θP) > 0.9997, where θP is the angle between the D0 momen-
tum in the laboratory frame and the direction defined by the PV
and SV) and have pT > 1800 MeV/c. The same selection is also
applied to J/ψ → µ+µ− candidates, which are used for validat-
ing the muon identification and trigger efficiency derived from the
simulation. Candidate D0 ( J/ψ ) mesons are selected if their decay
products have an invariant mass in the region of the known D0

( J/ψ ) mass.
An additional selection requirement, not applied at the trig-

ger stage, is that the bachelor π+ of the D∗+ → D0π+ decay
has χ2

IP < 10, pT > 110 MeV/c and is constrained to the PV us-
ing a Kalman filter (KF) [16]. This provides an improved reso-
lution for the mass difference between the D∗+ and D0 can-

didates, %mh+h(′)− ≡ mh+h(′)−π+ − mh+h(′)− , where h = µ,π and
h′ = K ,µ,π . Candidates are selected with a mass difference value
around 145.5 MeV/c2.

After the selection, the background of the signal channel has
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beauty and charm hadrons. The former is reduced with tight par-
ticle identification criteria while the latter is reduced applying a
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The muon candidates in the D0 decay are required to have as-
sociated muon chamber hits that are not shared with any other
track in the event. A cut on a combined particle identification like-
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particle identification likelihood aimed at separating kaons from
other particle species [18] is applied. The remaining dominant
source of pion to muon misidentification is due to pion decays in
flight.

A boosted decision tree (BDT) [19], with the AdaBoost algo-
rithm [20], provides a multivariate discriminant and is based on
the following variables: χ2

KF of the constrained fit, χ2
IP of the D0

vertex, D0 pointing angle θP, minimum pT and χ2
IP of the two

muons, positively-charged muon angle in the D0 rest frame with
respect to the D0 flight direction and D0 angle in the D∗+ rest
frame with respect to the D∗+ flight direction. The BDT training
makes use of D∗+ → D0(µ+µ−)π+ simulated events and mµ+µ−

sideband data (1810–1830 MeV/c2 and 1885–1930 MeV/c2); the
data sample for the training consists of a separate sample of
80 pb−1, satisfying the same selection criteria, and is not used
in the search for the D0 → µ+µ− decay. The absence of corre-
lation between mµ+µ− and the BDT output variable is explicitly
checked using data selected with the cuts %mµ+µ− > 147 MeV/c2

and mµ+µ− > 1840 MeV/c2. The cut value on the BDT output
variable is chosen in order to achieve the best expected limit
on B(D0 → µ+µ−), based on simulated pseudo-experiments (see
Section 6) assuming no signal, and has an efficiency of 74% on the
signal while providing a reduction of more than a factor of three
for the combinatorial background.

4. Normalisation

The D0 → µ+µ− branching fraction is obtained from

B
(

D0 → µ+µ−)
= Nµ+µ−

Nπ+π−
× εππ

εµµ
× B

(
D0 → π+π−)

= α × Nµ+µ− (1)

using the decay D∗+ → D0(π+π−)π+ as a normalisation mode,
where α is the single event sensitivity, Nπ+π−(µ+µ−) are the
yields and εππ(µµ) the total efficiencies for D∗+ → D0(π+π−)π+

(D∗+ → D0(µ+µ−)π+) decays. In this section the various contri-
butions to α are determined.

The trigger efficiencies for the signal and normalisation chan-
nels are calculated using their corresponding simulations and
corrected using data driven methods, based on the study of con-
trol channels. To cross-check the signal trigger efficiency, J/ψ →
µ+µ− events are selected in both data and simulation and trig-
gered using spectator particles; consistency is observed within
the relative statistical uncertainty of 2.7%. To cross-check the
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• ... shows the �m and mµµ distributions, together with the

one-dimensional binned projections of the two-dimensional

fit overlaid. The �2
/ndf of the fit projections are 1.0 and 1.3,

corresponding to probabilities of 44% and 19%, respectively.

• The data are consistent with the expected backgrounds. In

particular, a residual contribution from D⇤+ ! D0[⇡�⇡+]⇡+

events is visible among the peaking backgrounds.

• The value obtained for the D0 ! µ+µ�
branching fraction is

(0.09± 0.30)⇥ 10�8
.

• Since no significant excess of signal is observed with respect

to the expected backgrounds, an upper limit is derived.

• The limit determination is performed, ... in the RooStats frame-

work, using the asymptotic CLs method.
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1. Introduction

Flavour-changing neutral current (FCNC) processes are highly
suppressed in the Standard Model (SM) since they are only al-
lowed at loop level and are affected by Glashow–Iliopoulos–Maiani
(GIM) suppression [1]. They have been extensively studied in pro-
cesses that involve K and B mesons. In D meson decays, FCNC
processes are even more suppressed by the GIM mechanism, due
to the absence of a high-mass down-type quark. The D0 → µ+µ−

decay is very rare in the SM because of additional helicity suppres-
sion. The short distance perturbative contribution to the branching
fraction (B) is of the order of 10−18 while the long distance non-
perturbative contribution, dominated by the two-photon interme-
diate state, is about 2.7 × 10−5 × B(D0 → γ γ ) [2]. The current
upper limit on B(D0 → γ γ ) of 2.2 × 10−6 at 90% confidence level
(CL) [3] translates into an upper bound for the SM prediction for
B(D0 → µ+µ−) of about 6 × 10−11. Given the current upper limit
on B(D0 → µ+µ−) of 1.4 × 10−7 at 90% CL [4], there is therefore
more than three orders of magnitude in B(D0 → µ+µ−) to be ex-
plored before reaching the sensitivity of the theoretical prediction.

Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-

✩ © CERN for the benefit of the LHCb Collaboration.

duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two
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Fig. 5. CLs (solid line) as a function of the assumed D0 → µ+µ− branching frac-
tion and median (dashed line), 1σ and 2σ bands of the expected CLs , in the
background-only hypothesis, obtained with the asymptotic CLs method. The hori-
zontal lines corresponding to CLs = 0.05 (blue solid) and CLs = 0.1 (red solid) are
also drawn. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this Letter.)

a residual contribution from D∗+ → D0(π+π−)π+ events is visi-
ble among the peaking backgrounds.

The value obtained for the D0 → µ+µ− branching fraction is
(0.09 ± 0.30) × 10−8. Since no significant excess of signal is ob-
served with respect to the expected backgrounds, an upper limit is
derived. The limit determination is performed, using the signal and
background models parametrised as described above, in the RooSt-
ats framework [24], using the asymptotic CLs method [25]. This is
an approximate method, equivalent to the true CLs method per-
formed with simulated pseudo-experiments, when the data sam-
ples are not too small.

Fig. 5 shows the expected and observed CLs as a function of
the assumed D0 → µ+µ− branching fraction. The expected upper
limit is 5.5 (6.7)+3.1

−2.0 × 10−9 at 90% (95%) CL, while the observed
limit is 6.2 (7.6) × 10−9 at 90% (95%) CL. The p-value for the
background-only hypothesis is 0.4.

The robustness of the fit procedure is tested with simulated
pseudo-experiments using the same starting values for the fit pa-
rameters used in the data fit except for the combinatorial back-
ground PDF, for which the fitted parameters from data are used.
Simulated pseudo-experiments are performed corresponding to
D0 → µ+µ− branching fraction values of 0, 10−8 and 5 × 10−8.
In all cases the results reproduce the input values within the esti-
mated uncertainties.

Several systematic checks are performed varying the selection
requirements, including the muon identification criteria, varying
the parametrisation of the fit components and the fit range and re-
moving the multivariate selection. The measured B(D0 → µ+µ−)
does not change significantly with these variations.

To test the dependence of the result on the knowledge of the
double misidentification probability, the uncertainty is doubled in
the fit input; B(D0 → µ+µ−) is consistent with the baseline re-
sult.

In addition, the robustness of the result is checked by artificially
increasing the value of the kaon to muon misidentification as de-
termined from data in Section 5 up to 200% of its measured value,
and the fitted branching fraction still remains consistent with no
significant excess of signal with respect to the background expec-
tations.

7. Summary

A search for the rare decay D0 → µ+µ− is performed using a
data sample, corresponding to an integrated luminosity of 0.9 fb−1,

of pp collisions collected at a centre-of-mass energy of 7 TeV by
the LHCb experiment. The observed number of events is consistent
with the background expectations and corresponds to an upper
limit of

B
(

D0 → µ+µ−)
< 6.2 (7.6) × 10−9 at 90% (95%) CL.

This result represents an improvement of more than a factor
twenty with respect to previous measurements but remains sev-
eral orders of magnitude larger than the SM prediction.
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1. Introduction

Flavour-changing neutral current (FCNC) processes are highly
suppressed in the Standard Model (SM) since they are only al-
lowed at loop level and are affected by Glashow–Iliopoulos–Maiani
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cesses that involve K and B mesons. In D meson decays, FCNC
processes are even more suppressed by the GIM mechanism, due
to the absence of a high-mass down-type quark. The D0 → µ+µ−

decay is very rare in the SM because of additional helicity suppres-
sion. The short distance perturbative contribution to the branching
fraction (B) is of the order of 10−18 while the long distance non-
perturbative contribution, dominated by the two-photon interme-
diate state, is about 2.7 × 10−5 × B(D0 → γ γ ) [2]. The current
upper limit on B(D0 → γ γ ) of 2.2 × 10−6 at 90% confidence level
(CL) [3] translates into an upper bound for the SM prediction for
B(D0 → µ+µ−) of about 6 × 10−11. Given the current upper limit
on B(D0 → µ+µ−) of 1.4 × 10−7 at 90% CL [4], there is therefore
more than three orders of magnitude in B(D0 → µ+µ−) to be ex-
plored before reaching the sensitivity of the theoretical prediction.

Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-

✩ © CERN for the benefit of the LHCb Collaboration.

duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two

0370-2693/ © 2013 CERN. Published by Elsevier B.V. All rights reserved.
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•-	-	-	simulated	by	bkg.	only	sample;	median	for	the	expected	CLS	

distribution,	with	given	value	of	s
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(Q1)	Expected	upper	limit	@	90%	CL,	and	@	95%	CL?

(Q2)	What	about	observed	upper	limits?
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Fig. 5. CLs (solid line) as a function of the assumed D0 → µ+µ− branching frac-
tion and median (dashed line), 1σ and 2σ bands of the expected CLs , in the
background-only hypothesis, obtained with the asymptotic CLs method. The hori-
zontal lines corresponding to CLs = 0.05 (blue solid) and CLs = 0.1 (red solid) are
also drawn. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this Letter.)

a residual contribution from D∗+ → D0(π+π−)π+ events is visi-
ble among the peaking backgrounds.

The value obtained for the D0 → µ+µ− branching fraction is
(0.09 ± 0.30) × 10−8. Since no significant excess of signal is ob-
served with respect to the expected backgrounds, an upper limit is
derived. The limit determination is performed, using the signal and
background models parametrised as described above, in the RooSt-
ats framework [24], using the asymptotic CLs method [25]. This is
an approximate method, equivalent to the true CLs method per-
formed with simulated pseudo-experiments, when the data sam-
ples are not too small.

Fig. 5 shows the expected and observed CLs as a function of
the assumed D0 → µ+µ− branching fraction. The expected upper
limit is 5.5 (6.7)+3.1

−2.0 × 10−9 at 90% (95%) CL, while the observed
limit is 6.2 (7.6) × 10−9 at 90% (95%) CL. The p-value for the
background-only hypothesis is 0.4.

The robustness of the fit procedure is tested with simulated
pseudo-experiments using the same starting values for the fit pa-
rameters used in the data fit except for the combinatorial back-
ground PDF, for which the fitted parameters from data are used.
Simulated pseudo-experiments are performed corresponding to
D0 → µ+µ− branching fraction values of 0, 10−8 and 5 × 10−8.
In all cases the results reproduce the input values within the esti-
mated uncertainties.

Several systematic checks are performed varying the selection
requirements, including the muon identification criteria, varying
the parametrisation of the fit components and the fit range and re-
moving the multivariate selection. The measured B(D0 → µ+µ−)
does not change significantly with these variations.

To test the dependence of the result on the knowledge of the
double misidentification probability, the uncertainty is doubled in
the fit input; B(D0 → µ+µ−) is consistent with the baseline re-
sult.

In addition, the robustness of the result is checked by artificially
increasing the value of the kaon to muon misidentification as de-
termined from data in Section 5 up to 200% of its measured value,
and the fitted branching fraction still remains consistent with no
significant excess of signal with respect to the background expec-
tations.

7. Summary

A search for the rare decay D0 → µ+µ− is performed using a
data sample, corresponding to an integrated luminosity of 0.9 fb−1,

of pp collisions collected at a centre-of-mass energy of 7 TeV by
the LHCb experiment. The observed number of events is consistent
with the background expectations and corresponds to an upper
limit of

B
(

D0 → µ+µ−)
< 6.2 (7.6) × 10−9 at 90% (95%) CL.

This result represents an improvement of more than a factor
twenty with respect to previous measurements but remains sev-
eral orders of magnitude larger than the SM prediction.
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1. Introduction

Flavour-changing neutral current (FCNC) processes are highly
suppressed in the Standard Model (SM) since they are only al-
lowed at loop level and are affected by Glashow–Iliopoulos–Maiani
(GIM) suppression [1]. They have been extensively studied in pro-
cesses that involve K and B mesons. In D meson decays, FCNC
processes are even more suppressed by the GIM mechanism, due
to the absence of a high-mass down-type quark. The D0 → µ+µ−

decay is very rare in the SM because of additional helicity suppres-
sion. The short distance perturbative contribution to the branching
fraction (B) is of the order of 10−18 while the long distance non-
perturbative contribution, dominated by the two-photon interme-
diate state, is about 2.7 × 10−5 × B(D0 → γ γ ) [2]. The current
upper limit on B(D0 → γ γ ) of 2.2 × 10−6 at 90% confidence level
(CL) [3] translates into an upper bound for the SM prediction for
B(D0 → µ+µ−) of about 6 × 10−11. Given the current upper limit
on B(D0 → µ+µ−) of 1.4 × 10−7 at 90% CL [4], there is therefore
more than three orders of magnitude in B(D0 → µ+µ−) to be ex-
plored before reaching the sensitivity of the theoretical prediction.

Different types of beyond the Standard Model (BSM) physics
could contribute to D0 → µ+µ− decays and some could give en-
hancements with respect to the short distance SM prediction of
several orders of magnitude. These include R-parity violating mod-
els [2,5] and models with Randall–Sundrum warped extra dimen-
sions [6], with predictions for B(D0 → µ+µ−) up to a few times
10−10. In general, searches for BSM physics in charm FCNC pro-
cesses are complementary to those in the B and K sector, since
they provide unique access to up-type dynamics, the charm being
the only up-type quark undergoing flavour oscillations.

In this Letter, the search for the D0 → µ+µ− decay is per-
formed using D∗+ → D0(µ+µ−)π+ decays, with the D∗+ pro-

✩ © CERN for the benefit of the LHCb Collaboration.

duced directly at a pp collision primary vertex (PV). The inclusion
of charge conjugated processes is implied throughout the Letter.

The data samples used in this analysis were collected during
the year 2011 in pp collisions at a centre-of-mass energy of 7 TeV
and correspond to an integrated luminosity of about 0.9 fb−1.

2. Detector and simulation

The LHCb detector [7] is a single-arm forward spectrometer
covering the pseudorapidity range 2 < η < 5, designed for the
study of particles containing b or c quarks. The detector includes
a high precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream. The combined
tracking system provides momentum measurement with relative
uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c,
and an impact parameter (IP) resolution of 20 µm for tracks with
high transverse momentum. Charged hadrons are identified using
two ring-imaging Cherenkov (RICH) detectors. Photon, electron and
hadron candidates are identified by a calorimeter system consisting
of scintillating-pad and pre-shower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a
system composed of alternating layers of iron and multi-wire pro-
portional chambers. The trigger consists of a hardware stage, based
on information from the calorimeters and muon systems, followed
by a software stage that applies a full event reconstruction [8].

Events are triggered and offline-selected in a way that is sim-
ilar for the signal channel D∗+ → D0(µ+µ−)π+ , the normali-
sation channel D∗+ → D0(π+π−)π+ , and the control channels
J/ψ → µ+µ− , D∗+ → D0(K −π+)π+ , and D0 → K −π+ selected
without the D∗ requirement.

All events are triggered at the hardware stage by requiring
one muon with transverse momentum pT > 1.5 GeV/c or two

0370-2693/ © 2013 CERN. Published by Elsevier B.V. All rights reserved.
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the Look Elsewhere Effect

Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects
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consider…
Suppose you throw a coin 10 times, and you’ve got 10 heads, 
zero tails.   

•It’s very unusual.   

•Can you quantify how unusual this result is?   

In particular, can you say the probability for this kind of 
peculiarity happening is 1/210 ? 

•No! Think why! 

What must then be the correct answer?

!31

Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects
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Look-Elsewhere Effect
Suppose a model for a mass distribution allows for a peak at a 
mass m with amplitude 𝝁 

and the data show a bump at a mass m0

!32

How	consistent	is	this	with	the	
no-bump	(𝝁	=0)	hypothesis?

Gross and Vitells, EPJC 70:525-530 (2010), arXiv:1005.1891
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Local p-value
• First, suppose that the mass peak value m0 was known a priori.
• Test consistency of bump with the µ = 0 hypothesis with e.g. L-ratio

tfix = �2 ln
✓

L(0, m0)

L(µ, m0)

◆

where “fix” indicates that the mass peak value is fixed to m0.
• The resulting p-value

plocal =

Z 1

tfix,obs

f(tfix|0) dtfix

gives the probability to find a value of tfix at least as great as the
observed value at the specific mass m0, and is called the local p-value.

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016
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Global p-value

• Now, suppose we did not know where to expect a peak. In other
words, the signal can be found at every value of m.

• What we want is the probability to find a peak at least as significant as
the one observed anywhere in the distribution

• For this, include the mass as an adjustable parameter in the fit, then test
significance of peak using

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016
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tfix vs. tfloat
• For a sufficiently large data sample, tfix ⇠ �2 for 1 deg. of freedom

(Wilk’s theorem)
• For tfloat there are two adjustable parameters, µ and m, and naively

Wilk’s theorem says tfloat ⇠ �2 for 2 d.o.f.

But, Wilk’s theorem does not hold in the
floating mass case because one of the
parameters (m) is not defined in the
µ = 0 model.

) getting tfloat distribution is more
difficult.

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016
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Approximate correction for LEE

• Need to relate the p-values for the fixed and floating-mass analyses (at
least approximately)

• (Gross & Vitells) The p-values are approximately related by

pglobal ⇡ plocal + hN(c)i

where hN(c)i = mean # of upcrossings of �2 ln L in the fit range based
on a threshold

c = tfix = Z2
local

• We may carry out the full MC (time and CPU-consuming) or do fixed-m
analysis and apply a correction factor (much faster!)

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016

Gross and Vitells, EPJC 70:525-530 (2010), arXiv:1005.1891
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a	simulation	shown	in	A.	Bevan’s	book
looking for ⇡0 ! e+e��

OK,	we	have	a	clear	peak	
at	a	known	location!

•100 signal& 100 background 
events are generated over 
[100 MeV, 160 MeV] 

•histogram in 60 bins

What	about	
these?
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Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects

Experimental Bias &  
Blind Analysis

vs.

bonus topic
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Wilhelm van Osten  
& “Clever” Hans

Ask Hans the horse to add 
any two numbers, and he 

tapped his hoof  the 
correct number of  time! 
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the “Clever Hans effect”
Hans	answered	questions	correctly	even	when	his	trainer	was	not	
in	the	room!		

Psychologist Oskar Pfungst made a very important discovery: 

if	no	one	in	the	room	knew	the	correct	answer	to	the	question	being	
asked	of	Hans,	Hans	didn't	know	the	answer	either!	

Apparently, Hans was picking up on subtle (conscious or 
unconscious) cues given by the questioners.

Hans	was	indeed	clever,	but	not	in	the	way	people	thought.	

Medical applications: double-blind study of placebo effects

!40
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When will experimental results be biased?

Experimental biases
•Determination	of	any	elements	in	the	final	number	can	be	wrong	due	to	

incomplete	knowledge	about	the	experimental	apparatuses,	
background	contaminations,	etc.	

•All	such	sources	shall	be	studied	and	corrected	for.	Any	uncertainties	in	
these	shall	be	included	in	the	systematic	uncertainty.	

Experimenters’ bias

•This	is	difficult	(impossible?)	to	assess,	and	has	to	be	prevented	at	
all	costs.

!41

Consider a typical branching fraction measurement
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First	ever	observation	of	exclusive	
B	decays	by	CLEO	(1983)

(Ex) experimental bias

⬅ ?? ⬅
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(Ex) experimental bias

from the analysis

perhaps, due to incomplete determination of background shape & amount ?
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Mendel discovered the law of genetic inheritance.

But his published data fits his model too well:

speculations

•publishing	only	his	“best	data”,	throwing	out	the	others,	and/or	

•taking	data	until	the	results	seem	to	agree	his	pre-formulated	theory,	
then	deciding	to	stop	and	publish	

•…

Was Gregor Mendel lucky?

!44

5

Gregor Mendel: scientific fraud?

Gregor Mendel is the father of 
genetics, having discovered the laws 
of genetic inheritance.

But his published data is very curious: 
data fits his model with 
χ2/dof = 41.6/84, which has P<7x10-5

Possible explanations:
1) Did Mendel publish only his best 
data, throwing out results that 
disagreed with his model?
2) After he formulated his theory, did 
he just continue to take data until the 
agreement was excellent, only then 
deciding to stop?

Experimenter’s bias?



"One of the most worrying … is the loss 
of negative data. Results that do not 
confirm expectations—because they 
yield an effect that is either not 
statistically significant or just contradicts 
an hypothesis—are crucial to scientific 
progress, … Yet, a lack of null and 
negative results has been noticed in 
innumerable fields.
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… how to handle some of  the ways we fool ourselves. One example: 
Millikan measured the charge on an electron … It's a little bit off  
because he had the incorrect value for the viscosity of  air. … look at the 
history of  measurements of  the charge of  an electron, after Millikan. If  
you plot them as a function of  time, you find that one is a little bit bigger 
than Millikan's, and the next one's a little bit bigger than that, and the 
next one's a little bit bigger than that, until finally they settle down to a 
number which is higher. 

Why didn't they discover the new number was higher right away? It's a 
thing that scientists are ashamed of—this history—because it's 
apparent that people did things like this: When they got a number that 
was too high above Millikan's, they thought something must be wrong—
and they would look for and find a reason why something might be 
wrong. When they got a number close to Millikan's value they didn't look 
so hard. And so they eliminated the numbers that were too far off, and 
did other things like that..

by R. Feynman

Stopping	bias
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Never determine your event-selection criteria using the data 
sample that you will use to measure the signal 

Always check to see whether your signal is robust as you vary your 
cuts 

Look at all the distributions you can think of for your signal and 
compare them with what you expect 

Be careful not to underestimate the systematic errors associated 
with ignorance of (1) the signal efficiency, (2) background 
composition, and (3) background shapes 

…

Some suggestions

from Jeff Richman’s lecture in Les Houches (1997)
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Blind analysis
a technique for avoiding experimenter’s biases

You commit ahead of time you will publish the result you get 
when you “unblind”

Blind analysis does NOT mean

•You never look at the data 

•You can’t correct a mistake if you find one after unblinding 

•The analysis is necessarily correct — It just means that it’s blind and 
less prone to experimenter’s bias 

•A non-blind analysis is not necessarily wrong. It’s only left more open to 
the risk of biases

!48
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mechanisms producing human biases
cut tuning on data

when to stop?

• You do an analysis and get a very strange result

• Spend a few days for checking, find a bug in the code, fix it.

• Then your result is consistent with prediction.

• You decide to stop and write a paper.

(Q) Had your initial result agreed with the prediction, would you 
have ever detected a bug in your code?

!49
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Efficiency

Background

Cut Value

Sensitivity

Result

Figure 3: A cartoon demonstrating the variation in the central value of a measurement due
to fluctuations even when the cut acceptance for signal is reasonably flat.

Even though the cuts may be asymptotically unbiased—applied to an infinite data set,
A′

i = Ai—by having been chosen based in part on how many more apparent signal events
they accept in the signal region in this data set, they can still be biased. Put another way,
if an ensemble of experiments with the same number of events is analyzed using an identical
set of cut values (tuned perhaps, on just one of the experimental data sets) then the mean
number of observed signal events will tend toward the true value (which may be zero). But if
the ensemble of experiments is analyzed and in each experiment a new value of the cuts can
chosen based on the observation of events in the signal bin, the mean number of observed
events in the signal bin can always be larger than the true number of signal events.

Of course in practice finding a set of cuts whose geometric average bias is as large as 1%
is not necessarily easy. For example, for the first of the Ai = 0.9 cuts, the variance on the
number of accepted events is less than 1%, and so either one needs to work hard to tune
the cuts, or else another factor is at work, such as an initial statistical fluctuation upward,
or one is operating in a particularly sensitive region of the analysis where small variations
in the cut position for background events lead to much larger variations in the number of
accepted events in the signal region.

The next bias scenario, typically involving the search for rare processes or decays, is much
less subtle. Experiments searching for small signals, at the edge of detectability in statistics
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Igor's Before And After Energy Spectra

It worked!  In the raw data, 

there was no clear signal.  But 

just as the Monte Carlo said, 

applying cuts on the X
i
 

enhanced the signal, 

eventually reaching >3σ with 

all cuts applied.

All cut values lie with 

0.88-0.92, which is the range 

that Monte Carlo said was 

optimal.  The cuts are scarcely 

tuned at all!

Igor says: 

ìMaster will be pleased ...î
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procedure on 1000 fake 

data sets containing only 

background.

As expected, the raw data 

had an average signal 

significance of 0.

Igor's cut tuning on average 

produced a 1.1σ 

significance, and increased 

the chance of a 3σ result 

from 0.2% to 4.5%.

Tiny amounts of tuning 

can produce big effects!
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All the figures in this slide are just cartoon pictures, nothing to do with any real incidence.
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expected resolution in M„, (1.74 MeV/c ), based on the
measured resolution in M„(1.40 MeV/c ) and a Monte
Carlo calculation of the ratio of the resolution for M&,
(1.57 MeV/c ) to that for M«(1.26 MeV/c ). The PT
cut at 144 (MeV/c) was chosen in a similar fashion.
These events were studied to understand the classes of
events that were the most troublesome and to devise se-
lection criteria to eliminate them. Events inside the sig-
nal region P& & 144 (MeV/c) were examined only after
the final event selection criteria had been chosen.
Events were required to have a vertex at least 9.75

m from the target and within a region defined by the
beam divergence. Events with charged particle trajecto-
ries which projected to large amounts of material (e.g. ,
vacuum flange, magnet coils) or which missed the PID
detectors were eliminated. The momenta of charged par-
ticles were required to be above 1.5 GeV/c and below
12.0 GeV/c.
The ratio of the lepton momenta was required to be

less than 5 to reduce the number of K,3 events with a
decaying pion that are reconstructed with a pe mass near
the kinematic end point. Most events with pion decays
within the tracking spectrometer were eliminated by re-
quirements on the track and vertex quality, and on the
consistency of the mornenta as measured by the front and
back halves of the spectrometer.
Mistakes in the kinematic reconstruction were reduced

by removing events with missing hits where the fitting
routine chose an ambiguity resolution that had a low
probability of being correct, for example, if the side of
the wire opposite to a "dead" wire was chosen. Purther
cuts in the 1990 sample included removing events with
two or more misses in the x view of any track, and re-
moving events which had both a high momentum track
(P ) 7 GeV/c) and an x-view miss. Events with large
PT in the putative kaon decay plane were found more of-
ten to have high values of M„„hence the accepted region
in PT2 was further reduced by requiring PT in the decay
plane to be less than 7 MeV/c.
After final determination of the selection criteria,

B(K~o —+ sr+sr ) A&2.3xo. x x xRxN„ p, e Cps

The factor a = 1 + 1.15o„ incorporates the effects of
the fractional systematic uncertainty o.„ I13]. Includ-
ing all the uncertainties listed below and the uncer-
tainty on the xx counting, we estimate o„ to be less
than 5%, resulting in a negligible efFect on the upper
limit quoted. The branching ratio B(K&~ ~ vr+7r )
(2.03 + 0.04) && 10 [14]. The acceptance ratio deter-
mined from a Monte Carlo simulation of the detector is
A /A„, = 1.47 + 0.01 (1989) and 1.42 + 0.01 (1990).
These values include a small correction to account for
the difference in measured and calculated mass resolu-
tion. The total ~7t. prescale factor B, including both the
L1 prescale and an ofF-line prescale, is 6000 (1989) and
4000 (1990). We have broken (e /c~, ) down into four

events in the signal region were analyzed and the cuts
applied. No events were found. Figure 2 is a plot of PT2
vs M„, for our final sample of Kl ~ p,+e+ candidates
from both data sets.
The total K& fIux is obtained by counting the Kl ~

~+~ decays in the prescaled minimum bias data sample.
The distribution of the two-body invariant mass, assum-
ing pion masses for the charged particles (M ), is shown
for this sample in Fig. 3. Superimposed is a Monte Carlo
simulation of the M„distribution for semileptonic de-
cays of Kl. This distribution is normalized to the data
outside the KL mass peak and then subtracted to ob-
tain a vrx count. Both distributions have been corrected
to account for the K& contamination of the vr7t sample.
The value of this correction has been calculated to be
(~ = 0.987 + 0.001 (1989) and 0.992 + 0.001 (1990).
The resulting number of Kl —+ sr+~ events is N
15033 + 151 (1989) and 29430 + 217 (1990).
Since no events consistent with the decay Kl —+ p,+e+

were observed we compute a 90% conFidence level limit
on the branching ratio from

B(KID ~ /i+e+)
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FIG. 3. Distribution in M for minimum bias data (his-
togram) and Monte Carlo semileptonic background (circles).
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mined from a Monte Carlo simulation of the detector is
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These values include a small correction to account for
the difference in measured and calculated mass resolu-
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events in the signal region were analyzed and the cuts
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vs M„, for our final sample of Kl ~ p,+e+ candidates
from both data sets.
The total K& fIux is obtained by counting the Kl ~
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A search for the decay Kl —+ p,+e+ with significantly increased experimental sensitivity has
yielded no events. The 90% confidence level limit on the branching ratio is B(KI.—+ p,+e+) ( 3.9x
10 . When this data set is combined with earlier data the upper limit is 3,3 x 10

PACS numbers: 13.20.Eb, 11.30.Hv

The decay KL —+ p,+e+ is forbidden by conservation of
the separate additive quantum numbers for electron- and
muon-type leptons. Unlike the conservation law for elec-
tric charge, these laws are not a consequence of a gauge
theory of particle interactions. The standard model con-
tains no mechanism violating these laws; hence an obser-
vation of this decay would be evidence of new interac-
tions. For example, the decay could occur through the
production and decay of a virtual particle X which cou-
ples to the s and d quarks at one vertex and to muons
and electrons at the other. An observation of this de-
cay with a branching ratio of 10 would imply a mass
for Xo of 100 TeV/c2, if the coupling strength is the
standard electroweak coupling g. Typically, extensions to
the standard model allow for muon and electron number
violation [1].
In this Letter we describe a search for K&o —+ p+e+ at

a sensitivity greater than previously achieved [2—6]. The
experiment (E791) was performed at the B-5 beain line
of the Alternating Gradient Synchrotron (AGS) at BNL.
Data were collected during two running periods in 1989
and 1990 of approximately 15 and 12 weeks duration,
respectively. Minor differences in the detector and data
analysis used for the two data sets are described below.
This Letter reports the final results of E791.
An average of 4.5x10i protons per spill at 24 GeV/c

were incident on a 1.3-interaction-length Cu target. A
neutral beam subtending a solid angle of 4.1 (hor. ) x15.0
(vert. ) mrad2 (FWHM) was produced at a mean angle of

2.75' to the proton beam. Following the beam-defining
elements, an 8.5-m-long vessel evacuated to 0.020 Torr
served as a fiducial decay region. A three-piece decay re-
gion end window assembly used during 1989was replaced
by a single-round Kevlar/Mylar window for the 1990 run.
Figure 1 shows a plan view of the E791 spectrometer and
neutral beam line [5, 7, 8].
The spectrometer consisted of five pairs of drift cham-

bers (DC1—5) and two analyzing magnets with transverse
momentum impulses of 300 MeV/c and 318 MeV/c of
opposite sign. The chambers contained two x- and two
y-measuring planes, each with 120-p,m single-wire reso-
lution. For the 1990 run the two most upstream cham-
bers were replaced with larger modules placed closer to
the neutral beam, resulting in a 30'%%uo increase in accep-
tance. Downstream of the drift chambers were two pairs
of trigger scintillation hodoscopes (TSC's) and particle
identification detectors (PID's). Electrons were identi-
fied with a threshold gas Cherenkov counter (CER) and a
lead-glass array (PBG), both with time and pulse height
information. The PBG array was composed of two lay-
ers, a converter array (3.3 r.l. ) and an absorber array
(10.5 r.l.). Muons were identified with a scintillator ho-
doscope (MHO) and a range finder (MRG) [9] located
downstream of 0.91 m of iron. The latter contained drift
tube detectors inserted in marble and aluminum absorber
at intervals corresponding to 10' increments of range.
A level 0 (LO) hardware trigger was defined by an over-

lap coincidence of the four TSC's. A "minimum bias" sig-
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three-dimensional coordinate determined from associated
r-f and z hits in the same SVD layer along with one or
more additional z hits in the other layers. Each vertex
position is required to be consistent with the interaction
point profile smeared in the r-f plane by the B meson
decay length. The fCP vertex is determined using lepton
tracks from J!c or c"2S# decays, or prompt tracks from
hc decays. The ftag vertex is determined from well re-
constructed tracks not assigned to fCP . Tracks that form a
KS are not used. The MC indicates that the typical vertex-
finding efficiency and vertex resolution (rms) for zCP
"ztag# are 92 "91#% and 75 "140# mm, respectively.

The proper-time interval resolution for the signal,
Rsig"Dt#, is obtained by convolving a sum of two Gaus-
sians (a main component due to the SVD vertex resolution
and charmed meson lifetimes, plus a tail component
caused by poorly reconstructed tracks) with a function that
takes into account the cms motion of the B mesons. The
fraction in the main Gaussian is determined to be 0.97 6
0.02 from a study of B0 ! D!2p1, D!2r1, D2p1,
J!cK!0, J!cKS , and B1 ! D 0

p1, J!cK1 events.
The means "mmain, mtail# and widths "smain, stail# of the
Gaussians are calculated event-by-event from the fCP
and ftag vertex fit error matrices and the x2 values of the
fit; typical values are mmain ! 20.24 ps, mtail ! 0.18 ps
and smain ! 1.49 ps, stail ! 3.85 ps. The background
resolution Rbkg"Dt# has the same functional form but the
parameters are obtained from a sideband region in Mbc
and DE. We obtain lifetimes for the neutral and charged
B mesons using the same procedure; the results [15] agree
well with the world average values.

After vertexing we find 560 events with q ! 11 fla-
vor tags and 577 events with q ! 21. Figure 3 shows
the observed Dt distributions for the qjf ! 11 (solid
points) and qjf ! 21 (open points) event samples. There
is a clear asymmetry between the two distributions; this
demonstrates that CP symmetry is violated.

We determine sin2f1 by performing an unbinned
maximum-likelihood fit of a CP violating probability

q.ξf = +1

q.ξf = −1

1/
N

. d
N

/d
(∆

t)

-8 -4 0 4 8
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FIG. 3. Dt distributions for the events with qjf ! 11 (solid
points) and qjf ! 21 (open points). The results of the global
fit (with sin2f1 ! 0.99) are shown as solid and dashed curves,
respectively.

density function (pdf) to the observed Dt distributions.
For modes other than J!cK!0 the pdf expected for the
signal is

Psig"Dt, q, wl , jf # ! e2jDtj!tB0

2tB0 $1 2 jfq"1 2 2wl#

3 sin2f1 sin"DmdDt#% ,

where we fix tB0 and Dmd at their world average
values [14]. The pdf used for the background distribu-
tion is Pbkg"Dt# ! fte2jDtj!tbkg !2tbkg 1 "1 2 ft#d"Dt#,
where ft is the fraction of the background component
with an effective lifetime tbkg and d is the Dirac delta
function. For all fCP modes other than J!cKL, a study
using events in background-dominated regions of DE vs
Mbc shows that ft is negligibly small. For these modes,
Pbkg"Dt# ! d"Dt#.

The J!cKL background is dominated by B ! J!cX
decays where some final states are CP eigenstates. We
estimate the fractions of the background components with
and without a true KL cluster by fitting the pcms

B distribu-
tion to the expected shapes determined from the MC. We
also use the MC to determine the fraction of events with
definite CP content within each component.

The result is a background that is 71% non-CP modes
with tbkg ! tB. For the CP-mode backgrounds we use
the signal pdf given above with the appropriate jf values.
For J!cK!"KLp0#, which is 13% of the background, we
use the jf ! 21 content determined from the full J!cK!

sample. The remaining backgrounds are jf ! 21 states
"10%# including J!cKS , and jf ! 11 states "5%# includ-
ing c"2S#KL, xc1KL, and J!cp0.

For the J!cK! mode, we include the Dt and transversity
angle utr [16] distributions in the likelihood [12]. We use
the jf content determined from the full angular analysis.

Each pdf is convolved with the appropriate R"Dt# to
determine the likelihood value for each event as a function
of sin2f1:

Pi !
Z

$ fsigPsig"Dt0, q, wl , jf#Rsig"Dt 2 Dt0#

1 "1 2 fsig#Pbkg"Dt0#Rbkg"Dt 2 Dt0#% dDt0,

where fsig is the probability that the event is signal, cal-
culated as a function of pcms

B for J!cKL and of DE and
Mbc for other modes. The only free parameter is sin2f1,
which is determined by maximizing the likelihood func-
tion L !

Q

i Pi , where the product is over all events.
The result of the fit is

sin2f1 ! 0.99 6 0.14"stat# 6 0.06"syst# .

In Fig. 4(a) we show the asymmetries for the combined
data sample that are obtained by applying the fit to the
events in each Dt bin separately. The smooth curve is
the result of the global unbinned fit. Figures 4(b) and 4(c)
show the corresponding asymmetries for the "cc#KS "jf !
21# and the J!cKL "jf ! 11# modes separately. The
observed asymmetries for the different CP states are op-
posite, as expected. The curves are the results of unbinned
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Critical Role of the B 
factories in the verification 
of the KM hypothesis was 
recognized and cited by the 
Nobel Foundation

A single irreducible phase in 
the weak interaction matrix 
accounts for most of the 
CPV observed in K’s and B’s.

CP violating effects in the B 
sector are O(1) rather than 
O(10-3) as in the K0 system.

Belle (and BaBar, too) 
for first observation of CPV in B0 to confirm 

the KM mechanism
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what to make sense of mH plots, statistically

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016•How to determined the (local and global) significance of the signal? 
•How to estimate the parameter, e.g. mass of the new resonance?
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the green & yellow plots

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016

how to read the green & yellow plots
• For every (assumed) value of mH, we want to find the CLs upper limit on

µ ⌘ �(H)/�SM(H) (solid curve)
• Also shown is the ‘expected upper limit’, determined for each assumed mH

value, under the assumption that we see no excess above background.

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016
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the p0 plots
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Figure 10: Expected and observed local p0 values for a SM Higgs boson as a function of the hypothesized

Higgs boson mass (mH) for the combined analysis and for the
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s = 7 TeV and
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s = 8 TeV data samples

separately. The observed p0 including the e�ect of the photon energy scale uncertainty on the mass

position is included via pseudo-experiments and shown as open circles.
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how to read the p0 plots
• The local p0 values for a SM Higgs boson as a function of assumed mH.
• The minimal p0 (observed) is 2 ⇥ 10�6 at mH = 126.5 GeV.

) local significance of 4.7� ! reduced to 3.6� after LEE
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Figure 10: Expected and observed local p0 values for a SM Higgs boson as a function of the hypothesized

Higgs boson mass (mH) for the combined analysis and for the
�

s = 7 TeV and
�

s = 8 TeV data samples

separately. The observed p0 including the e�ect of the photon energy scale uncertainty on the mass

position is included via pseudo-experiments and shown as open circles.

 [GeV]Hm

110 115 120 125 130 135 140 145 150

0
L

o
ca

l p

-710

-610

-510

-410

-310

-210

-110

1

10

, 10 categories
0

Observed p
, 10 categories

0
Expected p

, 9 categories
0

Observed p
, 9 categories

0
Expected p

, inclusive
0

Observed p
, inclusive

0
Expected p

σ1

σ2

σ3

σ4

σ5

γ γ →SM H 

-1 L dt = 4.8 fb∫ = 7 TeV, sData 2011, 

-1 L dt = 5.9 fb∫ = 8 TeV, sData 2012, 

ATLAS Preliminary

Figure 11: Expected and observed local p0 for the analysis using 10 categories, compared to an analysis
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Now that you have the language 
to talk about stat. interpretation of 

HEP results (e.g. LHC), 
it’s your job to explore & enjoy!

Thank you!
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Abstract We describe likelihood-based statistical tests for
use in high energy physics for the discovery of new phenom-
ena and for construction of confidence intervals on model
parameters. We focus on the properties of the test proce-
dures that allow one to account for systematic uncertainties.
Explicit formulae for the asymptotic distributions of test sta-
tistics are derived using results of Wilks and Wald. We moti-
vate and justify the use of a representative data set, called the
“Asimov data set”, which provides a simple method to ob-
tain the median experimental sensitivity of a search or mea-
surement as well as fluctuations about this expectation.

1 Introduction

In particle physics experiments one often searches for
processes that have been predicted but not yet seen, such as
production of a Higgs boson. The statistical significance of
an observed signal can be quantified by means of a p-value
or its equivalent Gaussian significance (discussed below). It
is useful to characterize the sensitivity of an experiment by
reporting the expected (e.g., mean or median) significance
that one would obtain for a variety of signal hypotheses.

Finding both the significance for a specific data set and
the expected significance can involve Monte Carlo calcula-
tions that are computationally expensive. In this paper we
investigate approximate methods based on results due to
Wilks [1] and Wald [2] by which one can obtain both the
significance for given data as well as the full sampling dis-
tribution of the significance under the hypothesis of different
signal models, all without recourse to Monte Carlo. In this
way one can find, for example, the median significance and
also a measure of how much one would expect this to vary
as a result of statistical fluctuations in the data.

A useful element of the method involves estimation of the
median significance by replacing the ensemble of simulated

a e-mail: ofer.vitells@weizmann.ac.il

data sets by a single representative one, referred to here as
the “Asimov” data set.1 In the past, this method has been
used and justified intuitively (e.g., [4, 5]). Here we provide
a formal mathematical justification for the method, explore
its limitations, and point out several additional aspects of its
use.

The present paper extends what was shown in [5] by giv-
ing more accurate formulas for exclusion significance and
also by providing a quantitative measure of the statistical
fluctuations in discovery significance and exclusion limits.
For completeness some of the background material from [5]
is summarized here.

In Sect. 2 the formalism of a search as a statistical test is
outlined and the concepts of statistical significance and sen-
sitivity are given precise definitions. Several test statistics
based on the profile likelihood ratio are defined.

In Sect. 3, we use the approximations due to Wilks and
Wald to find the sampling distributions of the test statis-
tics and from these find p-values and related quantities for
a given data sample. In Sect. 4 we discuss how to deter-
mine the median significance that one would obtain for
an assumed signal strength. Several example applications
are shown in Sect. 5, and numerical implementation of the
methods in the RooStats package is described in Sect. 6.
Conclusions are given in Sect. 7.

2 Formalism of a search as a statistical test

In this section we outline the general procedure used to
search for a new phenomenon in the context of a frequen-
tist statistical test. For purposes of discovering a new signal
process, one defines the null hypothesis, H0, as describing
only known processes, here designated as background. This

1The name of the Asimov data set is inspired by the short story Fran-
chise, by Isaac Asimov [3]. In it, elections are held by selecting the
single most representative voter to replace the entire electorate.
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