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• CPV, CKM & rare decays of B 
• CP, mixing, spectroscopy of charm 
• exotic particles 
• τ & 2γ

2008

Belle (and BaBar, too) achievements
include:

• CPV, CKM, and rare decays of B
(and Bs, too)

• Mixing, CP, and spectroscopy of
charm hadrons

• Quarkonium spectroscopy and
discovery of (many) exotic states,
e.g. X(3872)

• Studies of ⌧ and 2�

Youngjoon Kwon (Yonsei Univ.) From Intensity Frontier to Dark Sector Nov. 1, 2016 9



e+e� ! ⌥(4S) as a B-factory

B-factories 
• Precise knowledge of  the initial states in 𝑒 𝑒  collisions. 
• Designed to run at Υ(4𝑆) resonance ( 𝑠 = 10.58GeV). 

Saga-Yonsei Workshop on High Energy Physics: Jan. 14th, 2014 4 

8GeV 𝒆  

3.5GeV 𝒆  
10.58 GeV 

1.1nb 𝝈 𝒆 𝒆 → 𝒀 𝟒𝑺  
~3nb 𝝈 𝒆 𝒆 → 𝒒𝒒  

(𝒒 = 𝒖,𝒅, 𝒔, 𝒄) 

𝚼(𝟒𝑺) 

• Br Υ 4𝑆 → 𝐵𝐵 > 96% ; w/ 𝑝 = 380MeV/𝑐 
• How to benefit from this Υ(4𝑆) decay structure? 

The Upsilon System 

• B(⌥(4S) ! BB) > 96%, with pCM
B ⇠ 0.35 GeV/c

• nothing else but BB in the final state
) if we know (E,~p) of one B, the other B is also constrained

Y. Kwon (Yonsei Univ.) Study of neutrinos using “B-meson beams” at Belle Apr. 9, 2014 5
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B	➔	D*	τ	ν
Semileptonic decays
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Studying neutrinos with B mesons
• (Ex) B ! Xu`+⌫`, B+ ! ⌧+⌫⌧ and other exotic kinds (e.g. B0 ! ⌫⌫̄)
• hadronic tagging method

* full reconstruction of Btag in ⌥(4S) ! BsigBtag
) constrain the charge, flavor, & (E,~p) of Bsig

) resulting in very high-purity, but with low-efficiency (⇠ O(0.1%) )
* need an algorithm for improved full-reconstruction of B mesons

Y. Kwon (Yonsei Univ.) Study of neutrinos using “B-meson beams” at Belle Apr. 9, 2014 11

How to use “B-meson beams”

8

How to study decays with invisible particles



Proof of principle with B ! Xu`⌫

Y. Kwon (Yonsei Univ.) Study of neutrinos using “B-meson beams” at Belle Apr. 9, 2014 21
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B ! ⇡`+⌫` (hadronic tagging)
• analysis with full data set (NBB = 772 ⇥ 106)
• hadronic tagging method (NeuroBayes)
• signal yield is extracted by max.-likelihood fit on M2

miss

stat. error only for Nsig

B(B+ ! ⇡0`+⌫`) = (0.80 ± 0.08 ± 0.04) ⇥ 10�4

B(B0 ! ⇡�`+⌫`) = (1.49 ± 0.09 ± 0.07) ⇥ 10�4

Major systematic error is from the
full-recon tag efficiency,
checked with B ! D(⇤)`+⌫` decays
) 4.2% (4.7%) for B+ (B0)

Y. Kwon (Yonsei Univ.) Study of neutrinos using “B-meson beams” at Belle Apr. 9, 2014 22
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(B ! D(⇤)
⌧+⌫) Overview

• missing piece of B semileptonic decays

• good features

- due to heavy m⌧ , sensitive to H+

- B(B ! D
(⇤)

⌧+⌫) � B(B+ ! ⌧+⌫)
- access to more dynamical info. through

⌧ polarization

• but, very difficult for analysis

- multiple ⌫ ’s
- large background from B ! DX`+⌫

• B ! D
(⇤)

⌧+⌫ depends on form-factor

- but, it can be deduced from
B+ ! D

(⇤)
`+⌫

3

(SM) B(B ! D
⇤
⌧+⌫) ⇡ 1.4%, B(B ! D⌧+⌫) ⇡ 0.7%

Youngjoon Kwon New physics search in hadronic penguins and leptonic B decays Sep. 21, 2009 @ FLAVIAnet Workshop23 / 67

B	➔	D*	τ	ν
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B	➔	D*	τ	ν
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J. Brodzicka,8 T. E. Browder,7 M.-C. Chang,4 P. Chang,26 A. Chen,24 K.-F. Chen,26 B. G. Cheon,6 R. Chistov,13 I.-S. Cho,46

Y. Choi,36 Y. K. Choi,36 J. Dalseno,21 M. Dash,45 S. Eidelman,1 S. Fratina,14 N. Gabyshev,1 B. Golob,19,14 H. Ha,16

J. Haba,8 T. Hara,32 K. Hayasaka,22 M. Hazumi,8 D. Heffernan,32 T. Hokuue,22 Y. Hoshi,39 W.-S. Hou,26 H. J. Hyun,17

T. Iijima,22 K. Ikado,22 K. Inami,22 A. Ishikawa,41 H. Ishino,42 R. Itoh,8 Y. Iwasaki,8 H. Kaji,22 S. Kajiwara,32 J. H. Kang,46

N. Katayama,8 H. Kawai,2 T. Kawasaki,29 H. Kichimi,8 Y. J. Kim,5 K. Kinoshita,3 S. Korpar,20,14 Y. Kozakai,22
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(B0 ! D⇤�⌧+⌫) first observation BELLE

• full-recon tagging (á la B+ ! ⌧+⌫)

• but a different implementation –
‘inclusive recon’

- not pay attention to any specific
sub-resonance, but just collect particles
to make a “B”

- use all remaining particle after selecting
candidate particles for Bsig

• increased effic’y compared to exclusive
full-recon

• Mtag, �E tag as useful variables

 7

 
Fig. 2: Mtag and ∆Etag distributions of the data sample with reconstructed B0→D*-π+ decay 
on the signal side. 
 
     While the Mtag distribution shows a clear peak at the B-meson mass even without 

additional cuts, the ∆Etag distribution is very broad. On the negative side we have big 
contribution of events with undetected particles (including neutrinos from semileptonic 

decays). The main source of the events with ∆Etag>0 are spurious showers in the 
electromagnetic calorimeter from secondary interactions of hadrons.  These clusters add 

linearly to ∆Etag, but tend to average in the vector sum of !
i

ip
!

.   

The 2-dim plot ∆Etag vs. Mtag after imposing the A.1÷÷÷÷A.5 cuts is shown in fig.3a.  From 

this distribution we define the following signal box for Btag:  Mtag >5.27/c2 GeV ∩-0.25< 

∆Etag <0.05 GeV. Figs. 3b and 3c show the Mtag  and  ∆Etag projections in the ∆Etag and  
Mtag signal windows respectively.  

    
 

 

 6

   We have checked that the fully reconstructed sample is a sub-sample of the events 
selected with the inclusive Btag reconstruction.  In some cases D* assigned to Btag in 
exclusive reconstruction, was identified in our analysis as a daughter from semileptonic 
Bsig decay.  It happened mainly for the low purity exclusive Btag modes.  
  

3.2 Btag and D*-e+(ππππ+) -pair selection  
 
      To obtain good selection and reconstruction of Btag’s and to reduce combinatorial 
background we impose further cuts, which we divide into 2 categories. 
 
 

A: Cuts selecting well reconstructed Btag: 

A.1  the total event charge ∆Q = 0; 

A.2  no µ±   and no additional e± in  the event; 

A.3  net baryon number�p – p =0;     

A.4  residual energy in the calorimeter (energy of γ’s not included in Btag nor in Bsig 
reconstruction, i.e. ECL clusters which do not satisfy the selection criteria described in 
2.2.3) Eres<0.35 GeV; 

A.5  number  of neutral particles Nγ + Nπ0 < 5. 

       The cuts A.1÷÷÷÷A.3 reject events in which it can be clearly discerned that some 
particles were undetected. The cuts A.4 and A.5 suppress events with big number of 
spurious showers. 
        A quality of  the inclusive Btag reconstruction can be tested using experimental data. 

To do this we select, from events which passed the preselction criteria with a (D*-π+)-pair 

a clean sample of B0→D*-π+ decays which we consider as Bsig. In fig. 1 we show Mbc and 

∆E distributions of D*-π+ pairs reconstructed in the  D*-→�D0π- ,�D0→ K+π- decay chain. 

The Mbc and ∆E distributions correspond to |∆E|<.05 GeV and Mbc>5.27 GeV/c2 windows 
respectively.  

 
Fig.1: Mbc and ∆E distributions of  the (D*-π+) pairs from B0→D*-π+ decay. 
 

    The purity of  the sample in the |∆E|<.05 GeV∩ Mbc>5.27 GeV/c2 window is 96%. The 

Mtag and ∆Etag distributions for this data sample are shown in fig. 2. 

 28 

 
 

Fig. 24: Comparison between data (points with error bars) and MC-D*pi (yellow 

histograms) for  events samples with reconstructed B0→D*-π+ decay on the signal side; 

results after selection A.1÷÷÷÷A.5. 
 

 
    When Btag and Bsig  daughters are properly assigned to the parent particles, the Btag 

characteristics should not depend on the Bsig decay mode.  In fig. 25 the Mtag and ∆Etag 
distributions of the dedicated MC-1.c sample are compared with the experimental 

distributions  (B0→D*-π+ decay on the signal side).  The events satisfy the preselection 

criteria and are in the windows -0.20<∆Etag<0.05 GeV  and Mtag>5.27 GeV/c2. In 

addition we require |cosθν1ν2|<1 for the signal MC-1.c events. This cut eliminates 

combinatorial background from events where particles in D*-π+ pair do not stem from the  
generated signal decay.  The MC sample is normalized to the number of events in the 
experimental histograms. 

calibration: B0 ! D��⇡+

Youngjoon Kwon New physics search in hadronic penguins and leptonic B decays Sep. 21, 2009 @ FLAVIAnet Workshop24 / 67
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Btag candidate with a B-meson decay is checked using the
beam-energy constrained mass and the energy difference

variables: Mtag!
!!!!!!!!!!!!!!!!!!!!!!!!!
E2

beam"p2
tag

q
;ptag#

P
ipi, and !Etag !

Etag " Ebeam, Etag #
P
iEi, where Ebeam is the beam energy

and pi and Ei denote the momentum vector and energy of
the ith particle in the "$4S% rest frame. The sum is over all
particles that are not assigned to Bsig and satisfy the selec-
tion criteria described above. We require that events have
at least one (D&"e'=!') pair, Mtag > 5:2 GeV=c2 and
j!Etagj< 0:6 GeV. To improve the Btag reconstruction,
we impose the following requirements: zero total event
charge, no "( and no additional e( in the event, zero net
proton or antiproton number, residual energy in the ECL
(i.e., the sum of energies of clusters that do not fulfill the
requirements imposed on photons) less than 0.35 GeV, and
the number of neutral particles on the tagging side N!0 '
N# < 5. These criteria, which we refer to as ‘‘the Btag

selection’’, reject events in which some particles were
undetected and suppress events with a large number of
spurious showers. The Btag simulation and reconstruction
is validated using a control sample of events, where the Bsig

decays to D&"!' (followed by D&" ! #D0!", #D0 !
K'!") which allows us to select a B #B sample with a
purity of 96% and with Bsig and Btag daughters properly
assigned to the parent particles. Figure 1 shows the Mtag

and !Etag distributions of the control sample for data and
the MC simulation scaled to the integrated luminosity in
data. The events satisfy the Btag-selection criteria and are in
the "0:25 GeV< !Etag < 0:05 GeV [for Fig. 1(a)] and
Mtag > 5:27 GeV=c2 [for Fig. 1(b)] windows. The good
agreement of the shapes and of the absolute normalization
demonstrates the validity of the MC simulations for Btag

decays. Based on this study we constrain all further analy-
sis to the region "0:25 GeV<!Etag < 0:05 GeV.

The procedure described above, when applied to events
with (D&"e') pairs, selects a relatively clean sample of
semileptonic B decays with the dominant nonsignal con-
tribution from the B0 ! D&"e'$e mode. Combinatorial
background from hadronic B decays dominates in the

%' ! !' #$% mode. The background suppression exploits
observables that characterize the signal decay: missing
energy Emis ! Ebeam " ED& " Ee=!, the sum of the ener-
gies of all particles in the event Evis, the square of missing
mass M2

mis ! E2
mis " $psig " pD& " pe=!%2, and the effec-

tive mass of the (%'$%) pair, M2
W ! $Ebeam " ED& %2 "

$psig " pD& %2, where psig ! "ptag. The most powerful
variable for separating signal and background is obtained
by combining Emis and (D&e=!) pair momentum: Xmis #
$Emis " jpD& ' pe=!j%=

!!!!!!!!!!!!!!!!!!!!!!!!!!
E2

beam "m2
B0

q
, where mB0 is the B0

mass. The Xmis variable is closely related to the missing
mass in the Bsig decay. It lies in the range ["1, 1] for events
with zero missing mass and takes larger values if there are
multiple neutrinos. The MC distributions of Xmis and Evis
for signal and background events after Btag selection for the
%' ! e'$e #$% mode are shown in Fig. 2. The relative
normalizations of the main background categories, B0 !
D&"e'$e, B! D&&e'$e, other B decays, and q #q contin-
uum, are determined from the data using looser selection
criteria and verified using the sideband regions of the data
sample that passed the final signal selection.

We optimize selection criteria using MC samples for
signal and backgrounds, separately for decay chains with
%' ! e'$e #$% and with %' ! !' #$%. In the first case we
require Xmis > 2:75, 1:9 GeV<Emis < 2:6 GeV, and
Evis < 8:3 GeV. We also reject events with a small differ-
ence between M2

W and M2
mis to suppress background from

hadronic B decays where a genuine D& meson is combined
with a soft secondary e(. Decays in the %' ! !' #$% mode
are selected by requiring Xmis > 1:5, M2

W "M2
mis "m2

% '
m2
! > 0 (m% and m! denote the masses of the % and

charged !, respectively), Evis < 8:3 GeV, the energy of
the !' from the (D&"!') pair greater than 0.6 GeV, no
K0
L in the event and less than four tracks that do not sat-

isfy the requirements imposed on the impact parameters.
The second requirement is equivalent to the condition
j cos&$1$2

j< 1, where &$1$2
denotes the angle between
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FIG. 2: Xmis and Evis distributions (normalized to unity)
after the Btag-selection for signal (blank) and background
(shaded) for the ⌧ ! e⌫⌫ mode in the region Mtag > 5.27
GeV/c2. The background components, from top to bottom:
B0 ! D⇤�e+⌫e, B ! D⇤⇤e+⌫e, and other B decays. The
contribution from qq̄-continuum is negligible.

require Xmis >2.75, 1.9 GeV< Emis <2.6 GeV and
Evis <8.3 GeV. We also reject events with a small dif-
ference between M2

W and M2
mis to suppress background

from hadronic B decays where a genuine D⇤ meson
is combined with a soft secondary e±. Decays in the
⌧ ! ⇡⌫ mode are selected by requiring Xmis >1.5,
M2

W � M2
mis � m2

⌧ + m2
� >0 (m⌧ and m� denote the

masses of the ⌧ and charged ⇡, respectively), Evis <8.3
GeV, the energy of the ⇡+ from the (D⇤�⇡+) pair greater
than 0.6 GeV, no K0

L in the event and less than four
tracks that do not satisfy the requirements imposed on
the impact parameters. The second requirement is equiv-
alent to the condition | cos ✓�1�2 | <1, where ✓�1�2 denotes
the angle between the two neutrinos in the (⌧+⌫⌧ ) rest
frame. The last three criteria reduce combinatorial back-
ground from low momentum pions and background from
hadronic B ! D⇤�K0

L+X and B ! D⇤�nn̄+X decays.
The above requirements result in flat Mtag distributions
for most background components, while the signal dis-
tribution remains unchanged. This allows us to use the
Mtag variable to extract the signal.

The Mtag distribution of the signal is described using
a Crystal Ball (CB) lineshape function [12]. The shape
parameters of the CB-function are determined from un-
binned maximum likelihood fits to the combined MC sig-
nal samples. All the fits are performed in the range
Mtag > 5.2 GeV/c2. The backgrounds are modeled as
the sum of a combinatorial component using a parame-
terization introduced by ARGUS (ARGUS-function) [13]
and a peaking background described by the CB-function
with shape parameters fixed from the fit to the signal
MC. The main source of the peaking background is the
semileptonic decay B0 ! D⇤�e+⌫e. Cross-feed events
from signal decays followed by ⌧ decays to other modes
are negligible in the ⌧ ! e⌫⌫ mode, but give significant
contributions to the ⌧ ! ⇡⌫ mode. About half of the
cross-feed comes from ⌧ ! ⇢⌫ decay. We parameterize
the Mtag distribution of cross-feed events as a sum of

CB and ARGUS functions with shape parameters fixed
from fits to the signal and combinatorial background as
described above. The component described by the CB-
function is treated as a part of the signal. The e�ciencies
of signal reconstruction and the expected combinatorial
and peaking backgrounds are given in Table I.

The selection criteria established in the MC studies are
applied to the data. The resulting Mtag distribution for
data in all three decay chains is shown in Fig. 3. The
overlaid histogram represents the expected background,
scaled to the data luminosity. A clear excess over back-
ground can be observed.
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FIG. 3: Mtag distribution for the combined data sample.
The histogram represents expected background scaled to the
data luminosity. The solid curve shows the result of the fit.
The dotted and dashed curves indicate respectively the fitted
background and the component described by the ARGUS-
function.

We extract signal yields by fitting the Mtag distribu-
tions to the sum of the expected signal and background
distributions using the following likelihood function:

L = e�(Ns+Np+Nb)
N�

i=1

[(Ns + Np)Ps(xi) + NbPb(xi)], (1)

where xi is the Mtag in the i’th event and N is the to-
tal number of events in the data. Ps (Pb) denotes the
signal (background) probability density function (PDF),
which is parameterized as a CB (ARGUS)-function with
shape parameters determined from fits to MC samples
and Ns, Nb, and Np are the numbers of signal, com-
binatorial background and peaking background respec-
tively. Ns and Nb are free parameters of the fit, while
Np is fixed to the value obtained from fits to MC sam-
ples and scaled to the data luminosity (Np is set to
zero for the ⌧ ! ⇡⌫ mode). The fits are performed
both for the three decay chains separately and for all
chains combined with a constraint to a common value of
B(B0 ! D⇤�⌧+⌫⌧ ). The fit results are included in Ta-
ble I. The total number of signal events is 60+12

�11 with a

signal

B0 ! D��e+⌫
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The 2-dim plot ∆Etag vs. Mtag after imposing the A.1÷÷÷÷A.5 cuts is shown in fig.3a.  From 

this distribution we define the following signal box for Btag:  Mtag >5.27/c2 GeV ∩-0.25< 

∆Etag <0.05 GeV. Figs. 3b and 3c show the Mtag  and  ∆Etag projections in the ∆Etag and  
Mtag signal windows respectively.  
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   We have checked that the fully reconstructed sample is a sub-sample of the events 
selected with the inclusive Btag reconstruction.  In some cases D* assigned to Btag in 
exclusive reconstruction, was identified in our analysis as a daughter from semileptonic 
Bsig decay.  It happened mainly for the low purity exclusive Btag modes.  
  

3.2 Btag and D*-e+(ππππ+) -pair selection  
 
      To obtain good selection and reconstruction of Btag’s and to reduce combinatorial 
background we impose further cuts, which we divide into 2 categories. 
 
 

A: Cuts selecting well reconstructed Btag: 

A.1  the total event charge ∆Q = 0; 

A.2  no µ±   and no additional e± in  the event; 

A.3  net baryon number�p – p =0;     

A.4  residual energy in the calorimeter (energy of γ’s not included in Btag nor in Bsig 
reconstruction, i.e. ECL clusters which do not satisfy the selection criteria described in 
2.2.3) Eres<0.35 GeV; 

A.5  number  of neutral particles Nγ + Nπ0 < 5. 

       The cuts A.1÷÷÷÷A.3 reject events in which it can be clearly discerned that some 
particles were undetected. The cuts A.4 and A.5 suppress events with big number of 
spurious showers. 
        A quality of  the inclusive Btag reconstruction can be tested using experimental data. 

To do this we select, from events which passed the preselction criteria with a (D*-π+)-pair 

a clean sample of B0→D*-π+ decays which we consider as Bsig. In fig. 1 we show Mbc and 

∆E distributions of D*-π+ pairs reconstructed in the  D*-→�D0π- ,�D0→ K+π- decay chain. 

The Mbc and ∆E distributions correspond to |∆E|<.05 GeV and Mbc>5.27 GeV/c2 windows 
respectively.  

 
Fig.1: Mbc and ∆E distributions of  the (D*-π+) pairs from B0→D*-π+ decay. 
 

    The purity of  the sample in the |∆E|<.05 GeV∩ Mbc>5.27 GeV/c2 window is 96%. The 

Mtag and ∆Etag distributions for this data sample are shown in fig. 2. 
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Fig. 24: Comparison between data (points with error bars) and MC-D*pi (yellow 

histograms) for  events samples with reconstructed B0→D*-π+ decay on the signal side; 

results after selection A.1÷÷÷÷A.5. 
 

 
    When Btag and Bsig  daughters are properly assigned to the parent particles, the Btag 

characteristics should not depend on the Bsig decay mode.  In fig. 25 the Mtag and ∆Etag 
distributions of the dedicated MC-1.c sample are compared with the experimental 

distributions  (B0→D*-π+ decay on the signal side).  The events satisfy the preselection 

criteria and are in the windows -0.20<∆Etag<0.05 GeV  and Mtag>5.27 GeV/c2. In 

addition we require |cosθν1ν2|<1 for the signal MC-1.c events. This cut eliminates 

combinatorial background from events where particles in D*-π+ pair do not stem from the  
generated signal decay.  The MC sample is normalized to the number of events in the 
experimental histograms. 
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    When Btag and Bsig  daughters are properly assigned to the parent particles, the Btag 

characteristics should not depend on the Bsig decay mode.  In fig. 25 the Mtag and ∆Etag 
distributions of the dedicated MC-1.c sample are compared with the experimental 

distributions  (B0→D*-π+ decay on the signal side).  The events satisfy the preselection 

criteria and are in the windows -0.20<∆Etag<0.05 GeV  and Mtag>5.27 GeV/c2. In 

addition we require |cosθν1ν2|<1 for the signal MC-1.c events. This cut eliminates 

combinatorial background from events where particles in D*-π+ pair do not stem from the  
generated signal decay.  The MC sample is normalized to the number of events in the 
experimental histograms. 

calibration: B0 ! D��⇡+
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(B0 ! D⇤�⌧+⌫) first observation
BELLE

Signal extraction

• Max. likelihood fit to Mtag

• signal shape from MC

• non-peaking bkgd. – weighted
sum of various comp’nts

• peaking bkgd. – fixed by MC
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Table X: Fitted event yields and statistical significances for individual and combined 
decay channels 

Decay mode Ns Nb (fit) Nb(MC-pred.) Σ 

τ→eνeντ D
0→K-π+ 19.5 9.5

2.5
+
−  19.4 8.5

0.5
+
−  26.3 4.5

7.3
+
−  5.0σ 

τ→eνeντ D
0→K-π+π0 11.9 0.6

2.5
+
−  43.1 0.8

2.7
+
−  50.8 5.5

1.5
+
−  2.6σ 

τ→πντ + cross-feeds 
D0→K-π+ 

29.9 0.10
1.9

+
−  118 .14

.13
+
−  138.0 2.9

8.8
+
−  3.8σ 

      Combined fit 58.4 0.12
0.11

+
−  183 .16

.16
+
−  215.1 9.11

8.10
+
−  6.3σ 

τ→e D→Kπ 20.1 1.5
0.5

+
−  26.3 4.5

7.3
+
−  

τ→e D→Kππ  41.7 5.7
.8.6

+
−  50.8 5.5

1.5
+
−  Simultaneous fit 60.0 0.12

0.11
+
−  

τ→π D→Kπ  119.8 5.12
8.11

+
−  138.0 2.9

8.8
+
−  

6.7σ 

  
 
   

             

            
 
 

Fig. 31: Simultaneous fit to all three modes; (a) combined, (b) τ→eνeντ D0→K-π+, (c) 

τ→eνeντ  D0→K+π-π0, (d)  τ→πντ D0→K-π+. Data (points with error bars) with 

superimposed fit results:  signal⊕background  (solid blue), Argus-like background 
(dotted blue), peaking background (dotted red). 
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Fig. 31: Simultaneous fit to all three modes; (a) combined, (b) τ→eνeντ D0→K-π+, (c) 
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superimposed fit results:  signal⊕background  (solid blue), Argus-like background 
(dotted blue), peaking background (dotted red). 
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(�), the product of the intermediate branching fractions (B), extracted branching fraction for B0 ! D⇤�⌧+⌫⌧ (B), statistical
significance (�) and signal purity S ⌘ Ns/(Ns + Nb + Np) in the Mtag >5.27 GeV/c2 region. Ns, � and B in the ⌧ ! ⇡⌫ mode
include cross feed events. The listed errors are statistical only.
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The m2
miss distributions of signal and normalization are

very distinct due to the different number of neutrinos in the
final state. The m2

miss distributions of the backgrounds
resemble those of the signal, and therefore these contribu-

tions to the fit are either fixed or constrained by theDð"Þ!0‘
samples.

To validate the PDFs and the fit procedure, we divide the
large sample of simulated B !B events into two: sample A
with about 3:3$ 109 B !B events, and sample B with
9:4$ 108 B !B events. We determine the PDFs with sample
A, and create histograms by integrating the PDFs in bins of
their m2

miss and jp"
‘j projections. We compare the resulting

histograms with the events in sample A, and derive a "2

based on the statistical significance of the difference for
each bin. The distribution of the corresponding p values for
these PDFs is uniform, as expected for an unbiased
estimation. As another test, we extract the signal and
normalization yields from fits to the events of sample B,
using the PDFs obtained from sample A. Again, the results
are compatible with an unbiased fit. Furthermore, we

validate the fit procedure based on a large number of
pseudoexperiments generated from these PDFs. Fits to
these samples also show no bias in the extracted signal
and normalization yields.

C. Fit results

Figures 7 and 8 show them2
miss and jp"

‘j projections of the
fits to the Dð"Þ‘ samples. In Fig. 7, the jp"

‘j projections do
not include events with m2

miss > 1 GeV2, i.e., most of the
signal events. In Fig. 8, the vertical scale is enlarged and the
horizontal axis is extended for them2

miss projection to reveal
the signal and background contributions. The jp"

‘j projec-
tions emphasize the signal events by excluding events with
m2

miss < 1 GeV2. Both figures demonstrate that the fit
describes the data well and the observed differences are
consistent with the statistical and systematic uncertainties
on the PDFs and the background contributions.
Figure 9 shows the m2

miss and jp"
‘j projections of the fit

to the four Dð"Þ!0‘ samples. The narrow m2
miss peak is
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FIG. 8 (color online). Comparison of the m2
miss and jp"

‘j distributions of the Dð"Þ‘ samples (data points) with the projections of the
results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background component
corresponds to B !B background and the region below corresponds to continuum. The peak atm2

miss ¼ 0 in the background component is
due to charge cross-feed events. The jp"

‘j distributions show the signal-enriched region with m2
miss & 1 GeV2, thus excluding most of

the normalization events in these samples.
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increases up to 8% for large values of tan!=mH! , and, as
we noted earlier, its uncertainty increases due to the larger
dispersion of the weights in the 2HDM reweighting.

The variation of the fitted signal yields as a function of
tan!=mH! is also shown in Fig. 19. The sharp drop in the
!B ! D"" !#" yield at tan!=mH! # 0:4 GeV"1 is due to
the large shift in the m2

miss distribution which occurs when

the Higgs contribution begins to dominate the total rate.
This shift is also reflected in the q2 distribution and, as we
will see in the next section, the data do not support it. The
change of the !B ! D$"" !#" yield, mostly caused by the
correlation with the !B ! D"" !#" sample, is much smaller.
Figure 20 compares the measured values of RðDÞ and

RðD$Þ in the context of the type II 2HDM to the theoretical
predictions as a function of tan!=mH! . The increase in the
uncertainty on the signal PDFs and the efficiency ratio as a
function of tan!=mH! are taken into account. Other sources
of systematic uncertainty are kept constant in relative terms.
The measured values of RðDÞ and RðD$Þ match the

predictions of this particular Higgs model for tan!=mH! ¼
0:44!0:02GeV"1 and tan!=mH! ¼ 0:75! 0:04 GeV"1,
respectively. However, the combination of RðDÞ and
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miss > 1:5 GeV2 scaled to the results of the isospin-
constrained fit. The B0 and Bþ samples are combined. See Fig. 15 for a legend.
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FIG. 17 (color online). Representation of $2 [Eq. (33)] in the
RðDÞ-RðD$Þ plane. The white cross corresponds to the mea-
sured RðDð$ÞÞ, and the black cross to the SM predictions. The
shaded bands represent one standard deviation each.
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X. CONCLUSIONS

In summary, we have measured the ratios RðDð"ÞÞ ¼
Bð !B ! Dð"Þ!% !"!Þ=Bð !B ! Dð"Þ‘% !"‘Þ based on the full
BABAR data sample, resulting in

RðDÞ ¼ 0:440& 0:058& 0:042;

RðD"Þ ¼ 0:332& 0:024& 0:018;

where the first uncertainty is statistical and the second
is systematic. These results supersede the previous
BABAR measurements [14]. Improvements of the event
selection have increased the reconstruction efficiency of
signal events by more than a factor of 3, and the overall
statistical uncertainty has been reduced by more than a
factor of 2.

Table X shows the results of previous !B ! Dð"Þ!% !"!

analyses. In 2007 and 2010, the Belle collaboration
measured the absolute !B ! Dð"Þ!% !"! branching frac-
tions which we translate to RðDð"ÞÞ with BðB%!
D0‘% !"‘Þ¼ð2:26&0:11Þ% [12] and BðB0!D"þ‘% !"‘Þ¼
ð4:59&0:26Þ% [48]. For the translation of RðD"Þ, we
choose Belle’s measurement of the branching fraction,
instead of the world average, because of the current
large spread of measured values. For Belle 2009, we
average the results for B0 and B% decays.

The values measured in this analysis are compatible
with those measured by the Belle Collaboration, as illus-
trated in Fig. 24.

The results presented here exceed the SM predictions
of RðDÞSM ¼ 0:297& 0:017 and RðD"ÞSM ¼ 0:252&
0:003 by 2:0# and 2:7#, respectively. The combined
significance of this disagreement, including the negative
correlation between RðDÞ and RðD"Þ, is 3:4#. Together
with the measurements by the Belle Collaboration, which
also exceed the SM expectations, this could be an indica-
tion of NP processes affecting !B ! Dð"Þ!% !"! decays.

These results are not compatible with a charged Higgs
boson in the type II 2HDM, and, together with B ! Xs$
measurements, exclude this model in the full tan%-mH&

parameter space. More general charged Higgs models, or
NP contributions with nonzero spin, are compatible with
the measurements presented here.

An analysis of the efficiency corrected q2 spectra of
!B ! D!% !"! and !B ! D"!% !"! decays shows good agree-
ment with the SM expectations, within the estimated
uncertainties. The combination of the measured values of

RðDð"ÞÞ and the q2 spectra exclude a significant portion
of the type III 2HDM parameter space. Charged Higgs
contributions with small scalar terms, jSR þ SLj< 1:4,
are compatible with the measured RðDð"ÞÞ and q2 distri-
butions, but NP contributions with spin 1 are favored
by data.
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FIG. 24 (color online). Comparison of the previous measure-
ments of RðDð"ÞÞ with statistical and total uncertainties
(Table X) with this measurement (BABAR 2012). The vertical
bands represent the average of the previous measurements (light
shading) and SM predictions (dark shading), separately for
RðDÞ and RðD"Þ. The widths of the bands represents the
uncertainties.

TABLE X. Previous measurements of RðDð"ÞÞ.

Measurement RðDÞ RðD"Þ
Belle 2007 [13] ( ( ( 0:44& 0:08& 0:08
BABAR 2008 [14] 0:42& 0:12& 0:05 0:30& 0:06& 0:02
Belle 2009 [15] 0:59& 0:14& 0:08 0:47& 0:08& 0:06
Belle 2010 [16] 0:34& 0:10& 0:06 0:43& 0:06& 0:06
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I. INTRODUCTION

Semileptonic B̄ → Dð"Þl−ν̄l decays [1], where l ¼ e or
μ, have been studied in detail, experimentally [2] and
theoretically [3], and are used, for example, to extract the
standard model (SM) parameter jVcbj [4]. The replacement
of the light lepton by the higher-mass τ leads to an
increased sensitivity to new physics (NP) effects. In
particular, models with charged Higgs bosons [5,6], whose
couplings are proportional to mass and thus more pro-
nounced for τ leptons, predict measurable deviations of the
branching fraction and kinematic distributions from SM
expectations. The measurement of B̄ → Dð"Þτ−ν̄τ is chal-
lenging because the τ must be reconstructed from its decay
products that include one or more neutrinos.
The first observation of an exclusive semitauonic B

decay was reported by the Belle Collaboration in 2007 in
the channel B̄0 → D"þτ−ν̄τ [7]. Subsequent measurements
by BABAR and Belle [8–10] reported branching fractions
above—yet consistent with—the SM predictions. In 2012,
a significant excess over the SM expectation was reported
by BABAR [11] that suggested the presence of NP; this
called for an independent confirmation. Interestingly, the
two-Higgs doublet model (2HDM) of type II, which might
explain a deviation from the SM expectation in a (semi)
tauonic B decay [5], is incompatible with this result. A
recent LHCb measurement of B̄0 → D"þτ−ν̄τ [12] also
shows a 2.1σ deviation from the SM prediction.
Measurements and predictions are usually quoted as

branching fraction ratios,

RðDÞ ¼ BðB̄ → Dτ−ν̄τÞ
BðB̄ → Dl−ν̄lÞ

; ð1Þ

and

RðD"Þ ¼ BðB̄ → D"τ−ν̄τÞ
BðB̄ → D"l−ν̄lÞ

; ð2Þ

to reduce experimental systematic uncertainties and
theory uncertainties from form factors, where BðB̄ →
Dð"Þl−ν̄lÞ ¼ ½BðB̄ → Dð"Þe−ν̄eÞ þ BðB̄ → Dð"Þμ−ν̄μÞ'=2.
In Ref. [11] the calculations in Ref. [13] are used
with updated form factor measurements to obtain the
standard model predictions RðDÞSM ¼ 0.297( 0.017 and
RðD"ÞSM ¼ 0.252( 0.003. More recent predictions of
RðDÞSM are 0.299( 0.011 [14] and 0.300( 0.008 [15].
In this paper, we report new measurements of RðDÞ and

RðD"Þ with the full Belle ϒð4SÞ → BB̄ data set of
711 fb−1. The τ lepton is reconstructed in the leptonic
decays τ− → e−ν̄eντ and τ− → μ−ν̄μντ so that the signal and
normalization modes have the same detectable final state
particles. This reduces the systematic uncertainty in R but
requires a method to distinguish the modes experimentally.
For this purpose, we exploit the kinematics of eþe− →
ϒð4SÞ → BB̄ by reconstructing the accompanying B

meson, Btag, in a hadronic decay mode and extracting
the invariant mass squared,

M2
miss ¼ ðpeþe− − ptag − pDð"Þ − plÞ2=c2; ð3Þ

of all undetected signal-B meson daughters, where peþe− ,
ptag, pDð"Þ , and pl are the four-momenta of the colliding
beam particles, the Btag candidate, and the reconstructed
signal-B daughters, respectively.
The M2

miss distribution peaks at (above) zero for the
normalization (signal) mode with one neutrino (three
neutrinos) in the final state. The separation power is weaker
for backgrounds where multiple final-state particles are not
reconstructed. We improve the rejection of such back-
grounds by training a neural network to distinguish
them from the signal in the high-M2

miss region. Since the
low- and high-M2

miss regions are dominated by different
backgrounds, the data sample is split at M2

miss ¼
0.85 GeV2=c4 and the subsamples are fit simultaneously.
In the low-M2

miss region, which is dominated by the
normalization mode, we fit the M2

miss distribution; in the
high M2

miss region, where the background with multiple
missing particles contributes, we fit the neural-network
output distribution. The analysis procedure is developed
and optimized with simulated data before applying it to the
experimental data.

II. BELLE EXPERIMENT

This measurement is based on a data sample that
contains 772 × 106BB̄ pairs, collected with the Belle
detector at the KEKB asymmetric-energy eþe− (3.5 on
8 GeV) collider [16] operating at theϒð4SÞ resonance. The
Belle detector is a large-solid-angle magnetic spectrometer
that consists of a silicon vertex detector (SVD), a 50-layer
central drift chamber (CDC), an array of aerogel threshold
Cherenkov counters (ACC), a barrel-like arrangement of
time-of-flight scintillation counters (TOF), and an electro-
magnetic calorimeter comprised of CsI(Tl) crystals (ECL)
located inside a superconducting solenoid coil that provides
a 1.5 T magnetic field. An iron flux-return located outside
of the coil is instrumented to detect K0

L mesons and to
identify muons (KLM). The detector is described in detail
in Ref. [17]. Two inner-detector configurations were used.
A 2.0-cm beampipe and a three-layer silicon vertex detector
was used for the first sample of 152 × 106BB̄ pairs, while a
1.5-cm beampipe, a four-layer silicon detector, and a small-
cell inner drift chamber were used for the remaining 620 ×
106BB̄ pairs [18].

III. RECONSTRUCTION

We reconstruct Btag candidates using the hierarchical
hadronic full reconstruction algorithm [19], which includes
1149 B final states. The efficiency of the Btag reconstruction
is 0.3% for Bþ and 0.2% for B0 mesons [19]. Requirements
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increases up to 8% for large values of tan!=mH! , and, as
we noted earlier, its uncertainty increases due to the larger
dispersion of the weights in the 2HDM reweighting.

The variation of the fitted signal yields as a function of
tan!=mH! is also shown in Fig. 19. The sharp drop in the
!B ! D"" !#" yield at tan!=mH! # 0:4 GeV"1 is due to
the large shift in the m2

miss distribution which occurs when

the Higgs contribution begins to dominate the total rate.
This shift is also reflected in the q2 distribution and, as we
will see in the next section, the data do not support it. The
change of the !B ! D$"" !#" yield, mostly caused by the
correlation with the !B ! D"" !#" sample, is much smaller.
Figure 20 compares the measured values of RðDÞ and

RðD$Þ in the context of the type II 2HDM to the theoretical
predictions as a function of tan!=mH! . The increase in the
uncertainty on the signal PDFs and the efficiency ratio as a
function of tan!=mH! are taken into account. Other sources
of systematic uncertainty are kept constant in relative terms.
The measured values of RðDÞ and RðD$Þ match the

predictions of this particular Higgs model for tan!=mH! ¼
0:44!0:02GeV"1 and tan!=mH! ¼ 0:75! 0:04 GeV"1,
respectively. However, the combination of RðDÞ and
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FIG. 16 (color online). mES distributions before (left) and after (center) subtraction of normalization of background events, and
lepton momentum distributions after this subtraction (right) for events with m2

miss > 1:5 GeV2 scaled to the results of the isospin-
constrained fit. The B0 and Bþ samples are combined. See Fig. 15 for a legend.
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FIG. 17 (color online). Representation of $2 [Eq. (33)] in the
RðDÞ-RðD$Þ plane. The white cross corresponds to the mea-
sured RðDð$ÞÞ, and the black cross to the SM predictions. The
shaded bands represent one standard deviation each.
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FIG. 18 (color online). m2
miss and jp$

‘j projections of the
D0"# ) D0‘ PDF for various values of tan!=mH! .
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FIG. 19 (color online). Left: Variation of the !B ! D"" !#"

(top) and !B ! D$"" !#" (bottom) efficiency in the 2HDM with
respect to the SM efficiency. The band indicates the increase on
statistical uncertainty with respect to the SM value. Right:
Variation of the fitted !B ! D"" !#" (top) and !B ! D$"" !#"

(bottom) yields as a function of tan!=mH! . The band indicates
the statistical uncertainty of the fit.
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RðD"Þ excludes the type II 2HDM charged Higgs boson at
99.8% confidence level for any value of tan!=mH$ , as
illustrated in Fig. 21. This calculation is only valid for
values of mH$ greater than 15 GeV [5,8]. The region for
mH$ % 15 GeV has already been excluded by B ! Xs"
measurements [23], and therefore, the type II 2HDM is
excluded in the full tan!-mH$ parameter space.

As we detailed in Sec. II B, the type II 2HDM is a subset
of more general 2HDMs that corresponds to values of
(SR & SL, SR þ SL) that lie in the line joining (&1, &1)
and (0, 0) with slope 1. Since the dependence of the
measured RðD"Þ on tan!=mH$ , or, equivalently, on
ReðSR & SLÞ, is smaller than the total uncertainties con-
sidered, we can extend the measurement of RðDð"ÞÞ to the
bottom half of the real (SR & SL, SR þ SL) plane by using
the values of RðDð"ÞÞ obtained with HsðSR $ SLÞ for
Hsð&SR ( SLÞ.

We also employ this extrapolation in the top half of the
(SR & SL, SR þ SL) plane, that is, for SR þ SL > 0. In this

case, the extrapolation is only a good approximation
when the decay amplitude is dominated either by SM
or NP contributions, that is, for small or large values of
jSR þ SLj. In the intermediate region, the q2 spectra first
shifts slightly to lower average values, and then moves
sharply in the opposite direction. This is reflected in the
measured value of RðDÞ, and corresponds to the small
rise up to tan!=mH$ ) 0:36 GeV&1 (SR þ SL )&0:97)
in Fig. 20, and the sharp drop in the 0:36< tan!=mH$ <
0:46 GeV&1 region (&0:97> SR þ SL >&1:58).
For positive values of SR þ SL the interference

between SM and 2HDM contributions is constructive,
so the q2 spectrum never shifts to lower values. By
matching the q2 spectra for positive and negative values
of SR þ SL, we can estimate that the drop in the value of
RðDÞ becomes much more gradual and occurs in the
0:15< SR þ SL < 6:05 region. Based on the extrapola-
tion described above, the measured and expected
values of RðDÞ match for SR þ SL ) 0:3. In this region,
the NP contributions are small and the approximation is
accurate to )5%.
Figure 22 shows that for real values of SR and SL, there

are four regions in the type III parameter space that can
explain the excess in both RðDÞ and RðD"Þ. This figure
does not include uncertainties due to the extrapolation of
the type II 2HDM measurements, which could somewhat
affect the top two solutions. In addition, a range of complex
values of the parameters are also compatible with this
measurement [21,45–47].

C. Study of the q2 spectra

As shown in Sec. II B, the q2 spectrum of !B ! D#& !$#

decays could be significantly impacted by charged Higgs
contributions. Figure 23 compares the q2 distribution of
background subtracted data, corrected for detector effi-
ciency, with the expectations of three different scenarios.
Due to the subtraction of the large !B ! D"#& !$# feed-
down in the D‘ samples, the measured q2 spectrum of
!B ! D#& !$# decays depends on the signal hypothesis.
This dependence is very small, however, because the q2
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FIG. 20 (color online). Comparison of the results of this
analysis (light band, blue) with predictions that include a
charged Higgs boson of type II 2HDM (dark band, red). The
widths of the two bands represent the uncertainties. The SM
corresponds to tan!=mH$ ¼ 0.
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FIG. 21 (color online). Level of disagreement between this
measurement of RðDð"ÞÞ and the type II 2HDM predictions for
all values in the tan!-mH$ parameter space.
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FIG. 22 (color online). Favored regions for real values of the
type III 2HDM parameters SR and SL given by the measured
values ofRðDð"ÞÞ. The bottom two solutions are excluded by the
measured q2 spectra.
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by hadronic B-tag

(2)
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Hadronic B tagging for B ! D(⇤)
⌧+⌫⌧

Belle, PRD 92, 072014 (2015)

• Exploit the unique feature of the e+e� B-factories

e+e� ! ⌥(4S) ! BsigBtag

• Full reconstruction of Btag in hadronic B decay modes
) constrain the charge, flavor, & (E,~p) of Bsig

) resulting in very high-purity, but with low-efficiency (⇠ O(0.1%) )

• Signal side (Bsig): reconstructed in D(⇤)` (` = e, µ) [⌧ ! e⌫⌫̄, µ⌫⌫̄ only]
* no extra tracks or ⇡0; total charge = 0

• Signal fitting in split regions

* M2
miss < 0.85 GeV2 mostly B ! D(⇤)`⌫ (` = e, µ); fit M2

miss

* M2
miss > 0.85 GeV2 B ! D(⇤)

⌧+⌫⌧ enhanced; fit neural-net variable, o0
NB

• Measure relative ratios R(D), R(D⇤) R(D(⇤)) ⌘ B(B ! D(⇤)⌧⌫)/B(B ! D(⇤)`⌫)

Youngjoon Kwon (Yonsei Univ.) B ! D(⇤)⌧+⌫ decays from Belle and others Oct. 20, 2016
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Fits for B ! D⇤`(X) final states
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FIG. 2. Fit projections and data points with statistical uncertainties in the D⇤+`� (top) and D⇤0`� (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2/c4; right: o0

NB distribution for M2
miss > 0.85 GeV2/c4.

last column of Table IV. These are calculated using 500
pseudo-experiments, with two exceptions: the shape un-
certainties are assumed to be uncorrelated while the lep-
ton ID e�ciencies are assumed to be 100% correlated
between R(D) and R(D⇤). The total correlation of the
systematic uncertainties is �0.32.

RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375 ± 0.064 ± 0.026 (12)

R(D⇤) = 0.293 ± 0.038 ± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar measure-

• (top) D⇤+`�

(bottom) D⇤0`�

• (left) M2
miss < 0.85 GeV2

* B ! D⇤`⌫ dominant
* fit M2

miss for backgr’d
normalization

• (right) M2
miss > 0.85 GeV2

* B ! D⇤⌧⌫ enhanced
* fit o0

NB

Youngjoon Kwon (Yonsei Univ.) B ! D(⇤)⌧+⌫ decays from Belle and others Oct. 20, 2016
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o0NB ≡ log
oNB − omin

omax − oNB
; ð7Þ

where the parameters omin and omax are the minimum and
maximum network output values, respectively, in the
elected data sample. The o0NB distributions have smoother
shapes and can be described well with bifurcated Gaussian
functions, which makes their parameterizations more
robust.
For each fit component within a selected data sample,

two PDFs are determined: in M2
miss for M2

miss <
0.85 GeV2=c4 and in o0NB for M2

miss > 0.85 GeV2=c4.
The PDFs ofM2

miss are represented by smoothed histograms
and are constructed by applying a smoothing algorithm
[30] to the respective MC distributions. Each bifurcated-
Gaussian PDF in o0NB is parameterized by the mean, left
width and right width, which are determined by an
unbinned maximum likelihood fit to the MC distribution.
In the fit, each component has a total yield, defined in
Table I, with partial yields in the lower- and upper-M2

miss
regions that are fixed MC-determined fractions of the
total yield.

We maximize the extended likelihood function

L ¼
Y

i

!
QðNi; KiÞ

YKi

ki¼1

PiðxkiÞ
"
; ð8Þ

where i ∈ fDþl−; D0l−; D%þl−; D%0l−g is the data-
sample index, QðNi; KiÞ is the Poisson probability to
observe Ki events for an expectation value of Ni ¼P

jYi;j events (with Yi;j being the yield of component j
in data sample i), and the vector xki holds the values for
M2

miss and o
0
NB of candidate ki. The PDF Pi of data sample i

is given by

PiðM2
miss; o

0
NBÞ ¼

1

Ni
·
X

j

Yi;j½fi;j;lowPi;j;lowðM2
missÞ

þ ð1 − fi;j;lowÞPi;j;highðo0NBÞ': ð9Þ

The index j runs over the components and fi;j;low is the
fraction of events of the component j that are in the lower
M2

miss range. The one-dimensional probability density
function Pi;j;low (Pi;j;high) represents the M2

miss (o
0
NB) dis-

tribution in the low- (high-)M2
miss region.
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FIG. 2 (color online). Fit projections and data points with statistical uncertainties in theD%þl− (top) andD%0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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unbinned maximum likelihood fit to the MC distribution.
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FIG. 2 (color online). Fit projections and data points with statistical uncertainties in theD%þl− (top) andD%0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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VI. FIT PROCEDURE

As explained above, the low-M2
miss region is dominated

by the lepton normalization and has essentially no sensi-
tivity to the tau signal; in contrast, the high-M2

miss region,
where the tau signal is concentrated, exhibits little dis-
crimination power in M2

miss between the tau signal and the
other backgrounds—in particular, the D!! background.
Therefore, we fit simultaneously the M2

miss distribution
below 0.85 GeV2=c4 to constrain the lepton normalization
and lepton cross-feed yields and a neural-network output
oNB above 0.85 GeV2=c4 to constrain the yields of the
other components. (In fact, all components are fit in both
regions.) The partition at M2

miss ¼ 0.85 GeV2=c4 mini-
mizes the expected uncertainty on RðDÞ and RðD!Þ.

The aforementioned neural network is trained for each of
the four data samples with simulated events to distinguish
the tau signal from the backgrounds in the high-M2

miss
region: mainly D!! background but also the wrong-charge
cross-feed, fake lepton, Ds decay, and rest components.
The neural network incorporates M2

miss and several other
observables that provide the desired signal-to-background
separation. The most powerful observable is EECL, the
unassociated energy in the ECL that aggregates all clusters
that are not associated with reconstructed particles (includ-
ing bremsstrahlung). A nonzero EECL value indicates a
missing physical process in the event, such as a decay mode
with a π0 in which only a single daughter photon is
reconstructed. Two additional network inputs are q2 and
p!
l; their additional discriminating power is limited by their

strong correlation with M2
miss. Other input variables, which

provide marginally more discrimination, are the number of
unassigned π0 candidates with jSγγj < 5.0; the cosine of the
angle between the momentum and vertex displacement of
the Dð!Þ meson; and the decay-channel identifiers of the B
and Dð!Þ mesons.
For use in the fit, the neural-network output oNB is

transformed into

TABLE II. Yields for the fixed components in the four data
samples.

Dþl− D0l− D!þl− D!0l−

Fake Dð!Þ 350 1330 180 2220
Fake l 20.9 69 13.7 12.9
Ds decay 22.0 112 21.0 20.7
Rest 23.6 77 4.3 4.2
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FIG. 1 (color online). Fit projections and data points with statistical uncertainties in the Dþl− (top) and D0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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As explained above, the low-M2
miss region is dominated

by the lepton normalization and has essentially no sensi-
tivity to the tau signal; in contrast, the high-M2

miss region,
where the tau signal is concentrated, exhibits little dis-
crimination power in M2

miss between the tau signal and the
other backgrounds—in particular, the D!! background.
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oNB above 0.85 GeV2=c4 to constrain the yields of the
other components. (In fact, all components are fit in both
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The aforementioned neural network is trained for each of
the four data samples with simulated events to distinguish
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miss
region: mainly D!! background but also the wrong-charge
cross-feed, fake lepton, Ds decay, and rest components.
The neural network incorporates M2

miss and several other
observables that provide the desired signal-to-background
separation. The most powerful observable is EECL, the
unassociated energy in the ECL that aggregates all clusters
that are not associated with reconstructed particles (includ-
ing bremsstrahlung). A nonzero EECL value indicates a
missing physical process in the event, such as a decay mode
with a π0 in which only a single daughter photon is
reconstructed. Two additional network inputs are q2 and
p!
l; their additional discriminating power is limited by their

strong correlation with M2
miss. Other input variables, which

provide marginally more discrimination, are the number of
unassigned π0 candidates with jSγγj < 5.0; the cosine of the
angle between the momentum and vertex displacement of
the Dð!Þ meson; and the decay-channel identifiers of the B
and Dð!Þ mesons.
For use in the fit, the neural-network output oNB is

transformed into

TABLE II. Yields for the fixed components in the four data
samples.

Dþl− D0l− D!þl− D!0l−
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Results B ! D(⇤)⌧⌫, hadronic tag

HFAG average for EPS-HEP 2015

The combined R(D) and R(D⇤) result exceed the SM predictions. Considering the
R(D) � R(D⇤) correlation of �0.29, the resulting �2 is 18.2 for 2 degree of freedom,
corresponding to a p-value of 1.1 ⇥ 10�4. The di�erence with the SM predictions
reported above is at 3.9� level.
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Figure 25.1: WIMP cross sections (normalized to a single nucleon) for spin-
independent coupling versus mass. The DAMA/LIBRA [61], CREST II, CDMS-Si,
and CoGeNT enclosed areas are regions of interest from possible signal events; the
dot is the central value for CDMS-Si ROI. References to the experimental results
are given in the text. For context, some supersymmetry implications are given:
Green shaded 68% and 95% regions are pre-LHC cMSSM predictions by Ref. 62.
Constraints set by XENON100 and the LHC experiments in the framework of the
cMSSM [63] give regions in [300-1000 GeV; 1 � 10�9 � 1 � 10�12 pb] (but are not
shown here). For the blue shaded region, pMSSM, an expansion of cMSSM with 19
parameters instead of 5 [64], also integrates constraints set by LHC experiments.

dependent couplings, respectively, as functions of WIMP mass. Only the two or three
currently best limits are presented. Also shown are constraints from indirect observations
(see the next section) and typical regions of SUSY models, before and after LHC results.
These figures have been made with the dmtools web page, thanks to a nice new feature
which allows to include new limits uploaded by the user into the plot [59].

Sensitivities down to ��p of 10�13 pb, as needed to probe nearly all of the MSSM
parameter space [27] at WIMP masses above 10 GeV and to saturate the limit of
the irreducible neutrino-induced background [60], will be reached with detectors of
multi ton masses, assuming nearly perfect background discrimination capabilities. Such
experiments are envisaged by the US project LZ (6 tons), the European consortium
DARWIN, and the MAX project (a liquid Xe and Ar multiton project). For WIMP
masses below 10 GeV, this cross section limit is set by the solar neutrinos, inducing an
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Hadronic B tagging for B ! D(⇤)
⌧+⌫⌧

Belle, PRD 92, 072014 (2015)

• Exploit the unique feature of the e+e� B-factories

e+e� ! ⌥(4S) ! BsigBtag

• Full reconstruction of Btag in hadronic B decay modes
) constrain the charge, flavor, & (E,~p) of Bsig

) resulting in very high-purity, but with low-efficiency (⇠ O(0.1%) )

• Signal side (Bsig): reconstructed in D(⇤)` (` = e, µ) [⌧ ! e⌫⌫̄, µ⌫⌫̄ only]
* no extra tracks or ⇡0; total charge = 0

• Signal fitting in split regions

* M2
miss < 0.85 GeV2 mostly B ! D(⇤)`⌫ (` = e, µ); fit M2

miss

* M2
miss > 0.85 GeV2 B ! D(⇤)

⌧+⌫⌧ enhanced; fit neural-net variable, o0
NB

• Measure relative ratios R(D), R(D⇤) R(D(⇤)) ⌘ B(B ! D(⇤)⌧⌫)/B(B ! D(⇤)`⌫)
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Measurement of the Ratio of Branching Fractions BðB̄0 → D"þτ−ν̄τÞ=BðB̄0 → D"þμ−ν̄μÞ
R. Aaij et al.*

(LHCb Collaboration)
(Received 30 June 2015; published 9 September 2015; corrected 14 September 2015)

The branching fraction ratio RðD"Þ≡ BðB̄0 → D"þτ−ν̄τÞ=BðB̄0 → D"þμ−ν̄μÞ is measured using a
sample of proton-proton collision data corresponding to 3.0 fb−1 of integrated luminosity recorded by the
LHCb experiment during 2011 and 2012. The tau lepton is identified in the decay mode τ− → μ−ν̄μντ. The
semitauonic decay is sensitive to contributions from non-standard-model particles that preferentially couple
to the third generation of fermions, in particular, Higgs-like charged scalars. A multidimensional fit to
kinematic distributions of the candidate B̄0 decays givesRðD"Þ ¼ 0.336& 0.027ðstatÞ & 0.030ðsystÞ. This
result, which is the first measurement of this quantity at a hadron collider, is 2.1 standard deviations larger
than the value expected from lepton universality in the standard model.

DOI: 10.1103/PhysRevLett.115.111803 PACS numbers: 13.20.He, 14.80.Fd

Lepton universality, enshrined within the standard model
(SM), requires equality of couplings between the gauge
bosons and the three families of leptons. Hints of lepton
nonuniversal effects in Bþ → Kþeþe− and Bþ → Kþμþμ−

decays [1] have been seen, but no definitive observation of
a deviation has yet been made. However, a large class of
models that extend the SM contain additional interactions
involving enhanced couplings to the third generation that
would violate this principle. Semileptonic decays of b
hadrons (particles containing a b quark) to third generation
leptons provide a sensitive probe for such effects. In
particular, the presence of additional charged Higgs bosons,
which are often required in these models, can have a
significant effect on the rate of the semitauonic decay B̄0 →
D"þτ−ν̄τ [2]. The use of charge-conjugate modes is implied
throughout this Letter.
Semitauonic B meson decays have been observed by

the BABAR and Belle collaborations [3–7]. Recently
BABAR reported updated measurements [6,7] of the ratios
of branching fractions, RðD"Þ≡ BðB̄0 → D"þτ−ν̄τÞ=
BðB̄0 → D"þμ−ν̄μÞ and RðDÞ≡ BðB̄0 → Dþτ−ν̄τÞ=
BðB̄0 → Dþμ−ν̄μÞ, which show deviations of 2.7σ and
2.0σ, respectively, from the SM predictions [8,9]. These
ratios have been calculated to high precision, owing to the
cancellation of most of the uncertainties associated with the
strong interaction in the B toDð"Þ transition. Within the SM
they differ from unity mainly because of phase-space
effects due to the differing charged lepton masses.
This Letter presents the first measurement of RðD"Þ in

hadron collisions using the data recorded by the LHCb
detector at the Large Hadron Collider in 2011–2012. The

data correspond to integrated luminosities of 1.0 fb−1 and
2.0 fb−1, collected at proton-proton (pp) center-of-mass
energies of 7 TeV and 8 TeV, respectively. The B̄0 →
D"þτ−ν̄τ decay with τ− → μ−ν̄μντ (the signal channel) and
the B̄0 → D"þμ−ν̄μ decay (the normalization channel)
produce identical visible final-state topologies; conse-
quently both are selected by a common reconstruction
procedure. The selection identifies semileptonic B̄0

decay candidates containing a muon candidate and a
D"þ candidate reconstructed through the decay chain
D"þ → D0ð→ K−πþÞπþ. The selected sample contains
contributions from the signal and the normalization chan-
nel, as well as several background processes, which include
partially reconstructed B decays and candidates from
combinations of unrelated particles from different b hadron
decays. The kinematic and topological properties of the
various components are exploited to suppress the back-
ground contributions. Finally, the signal, the normalization
component and the residual background are statistically
disentangled with a multidimensional fit to the data using
template distributions derived from control samples or from
simulation validated against data.
The LHCb detector [10,11] is a single-arm forward

spectrometer covering the pseudorapidity range 2 < η < 5,
designed for the study of particles containing b or c quarks.
The detector includes a high-precision tracking system
consisting of a silicon-strip vertex detector surrounding the
pp interaction region [12], a large-area silicon-strip detec-
tor located upstream of a dipole magnet with a bending
power of about 4Tm, and three stations of silicon-strip
detectors and straw drift tubes [13] placed downstream of
the magnet. The tracking system provides a measurement
of momentum, p, of charged particles with a relative
uncertainty that varies from 0.5% at low momentum to
1.0% at 200 GeV=c. The minimum distance of a track to a
primary vertex (PV), the impact parameter, is measured
with a resolution of ð15þ 29=pTÞ μm, where pT is the

*Full author list given at the end of the article.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.
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FIG. 1 (color online). Distributions of m2
miss (left) and E

!
μ (right) of the four q2 bins of the signal data, overlaid with projections of the

fit model with all normalization and shape parameters at their best-fit values. Below each panel differences between the data and fit are
shown, normalized by the Poisson uncertainty in the data. The bands give the 1σ template uncertainties.
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FIG. 1 (color online). Distributions of m2
miss (left) and E

!
μ (right) of the four q2 bins of the signal data, overlaid with projections of the

fit model with all normalization and shape parameters at their best-fit values. Below each panel differences between the data and fit are
shown, normalized by the Poisson uncertainty in the data. The bands give the 1σ template uncertainties.
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The binned m2
miss, E

!
μ, and q2 distributions in data are fit

using a maximum likelihood method with three dimensional
templates representing the signal, the normalization and the
background sources. To avoid bias, the procedure is devel-
oped and finalized without knowledge of the resulting value
of RðD!Þ. The templates extend over the kinematic region

−2 < m2
miss < 10 GeV2=c4 in 40 bins, 100 < E!

μ <
2500 MeV in 30 bins, and −0.4 < q2 < 12.6 GeV2=c4 in
4 bins. The fit extracts the relative contributions of signal and
normalization modes and their form factors; the relative
yields of each of the B̄ → D!!ð→ D!þπÞμν and their form
factors; the relative yields of B̄0

s → D!!
s

þð→ D!þK0
SÞμ−ν̄μ
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It’s really amazing that LHCb also was able to measure this! For details, please 
come to KIAS workshop on July 18, 2017 and listen to Karim Trabelsi’s talk.
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2. Semileptonic tagging

cos✓B: The angle of the reconstructed B meson candidate with respect to the beam in the
⌥ (4S) center-of-mass system (CMS).

Pseudo helicity angle of the D(⇤) meson: The cosine of the angle between the D(⇤) meson
boosted in the direction of the B meson and the B meson in the CMS.

D` distance: The spatial distance between the reconstructed D meson vertex and the helix
of the lepton.

D` angle: The angle between the D(⇤) meson and the lepton in the CMS.

In the case, where the B meson decays to an excited D meson, also the following variables are
used:

D⇤ meson decay channel

�M: The difference between the reconstructed masses of the D⇤ and the D meson candidate.

2.3. Reconstructed B mesons

Throughout the whole analysis, the Btag is never reconstructed alone or before the rest of the
event, but the event is reconstructed as a whole. Therefore we show the output of the tagging
algorithm for a sample with a preselection motivated by the following analysis. Namely, the
presence of no additional charged tracks in the event, no additional ⇡0 candidate, and a maxi-
mal amount of additional energy deposited in the calorimeter. For such a sample of simulated
data, which consists of a Btag and charged track, consistent with the hypothesis to be a muon,
the distribution of cos✓B,D(⇤)` is shown in Fig. 2.2. The variable cos✓B,D(⇤)` is the angle between
the momentum of the B meson and the D(⇤)` system, calculated under the assumption, that
only one massless particle is not reconstructed. It is given by

cos✓B,D(⇤)` =
2EbeamED(⇤)` �M2

B �M2
D(⇤)`

2p⇤B p⇤
D(⇤)`

, (2.1)

where Ebeam is the energy of the beam in the CMS, ED(⇤)`, M2
D(⇤)`

and p⇤
D(⇤)`

are the energy, mass
and momentum of the (D(⇤)`) system in the CMS, respectively, MB is the nominal B meson
mass[2], and p⇤B is the nominal B meson momentum in the CMS, calculated from the beam
energy and the nominal mass.
For correctly reconstructed B mesons, cos✓B,D(⇤)` should have values between �1 and 1, as it
is the case for the green component in Fig. 2.2. Signal B mesons, which are partially correctly
reconstructed (e.g. B mesons where the � or ⇡0 from the D⇤0 decay is not reconstructed)
still peak around zero but are more widely distributed. The background is distributed over
a much wider region, especially towards high values of cos✓B,D(⇤)`. The peaking structure in
background comes from a the selection on p⇤Dcandidate

, which is corelated to cos✓B,D(⇤)`.

The output of the MVD algorithm is shown in Fig. 2.3. To illustrate the composition of the
distribution, it is also plotted separately for B+ ! D̄0`⌫` and B+ ! D̄⇤0`⌫` decays. The loss
of signal efficiency (including partially correctly reconstructed signal) and the background
suppression is shown in Fig. 2.4.

8

2.3. Reconstructed B mesons

Figure 2.2.: Distribution of cos✓B,D(⇤)` for a sample with a preselection motivated by the follow-
ing analysis. The red component shows the background, the green component the
signal, and the orange component the partially correct reconstructed B mesons.

(a) Complete sample.

(b) B+! D̄0`⌫` decays. (c) B+! D̄⇤0`⌫` decays.

Figure 2.3.: Distribution of the output of the MVD for different samples.

9



R(D⇤) SL-tag – ResultsDetermination of R(D⇤)
BELLE

2D fit to NN and EECL: Preliminary

R(D⇤) =
1

B(⌧� ! l�⌫̄l⌫⌧ )
· "norm

"sig
· Nsig

Nnorm

"norm/"sig = 1.289 ± 0.015 (from MC simulation)

R(D⇤) = 0.302 ± 0.030(stat) ± 0.011(syst) (13.8�)

P. Goldenzweig B ! D(⇤)⌧⌫� at Belle 7.2.2016 12 / 19

R(D⇤) SL-tag – Results
Belle preliminary

5

and D decay. For the neutral pions from D decays, we
require the photon daughter energies to be greater than
50 MeV, the cosine of the angle between two photons
to be greater than 0.0, and the �� invariant mass to be
�15 to +10 MeV/c2 around the nominal �0 mass [20]
which corresponds to approximately ±1.8�, where pho-
tons are measured as an energy cluster in the ECL with
no associated charged tracks. A mass-constrained fit is
then performed to obtain the �0 momentum. For neutral
pions from D⇤+ decays, which have lower energies, we re-
quire one photon to have at least 50 MeV and the other
to have at least 20 MeV. We apply a tighter window on
the invariant mass to compensate for the lower photon
energy requirement, within 10 MeV/c2 of the nominal �0

mass, which corresponds to approximately ±1.6�.
Neutral D mesons are reconstructed in the following

decay modes: D0 ! K��+, K0
S�0, K+K�, �+��,

K0
S�+��, K��+�0, �+���0, K0

SK+K�, K��+�+��,
and K0

S�+���0. Charged D mesons are reconstructed
in the following modes: D+ ! K0

S�+, K��+�+,
K0

S�+�0, K+K��+, and K0
S�+�+��. The combined

reconstructed branching fractions are 37% and 22% for
D0 and D+, respectively. For D decay modes without a
�0 in the final state, we require the invariant mass of the
D candidates to be within 15 MeV/c2 of the D0 or D+

mass, which corresponds to a window of approximately
±3�. For modes with a �0 in the final state, we require a
wider invariant mass window: from �45 to +30 MeV/c2

around the nominal D0 mass for D0 candidates and from
�36 to +24 MeV/c2 around the nominal D+ mass for
D+ candidates. Candidate D⇤+ mesons are formed by
combining D0 and �+ candidates or D+ and �0 candi-
dates. To improve the resolution of the D⇤ � D mass
di�erence, �M , the charged pion track from the D⇤+ is
refitted to the D0 decay vertex. We require �M to be
within 2.5 MeV/c2 and 2.0 MeV/c2 around nominal D⇤-
D mass di�erence for D⇤+ ! D0�+ and D⇤+ ! D+�0

decay modes, respectively. We apply a tighter window in
D⇤+ ! D+�0 decay mode to suppress large background
from fake neutral pions.

To tag semileptonic B decays, we combine D⇤+ meson
and lepton candidates of opposite electric charge and cal-
culate the cosine of the angle between the momentum of
the B meson and the D⇤` system in the ⌥(4S) rest frame,
under the assumption that only one massless particle is
not reconstructed:

cos ✓B-D⇤` � 2EbeamED⇤` � m2
B � M2

D⇤`

2|�pB| · |�pD⇤`| , (2)

where Ebeam is the energy of the beam, and ED⇤`, �pD⇤`

and MD⇤` are the energy, momentum, and mass of the
D⇤` system, respectively. The variable mB is the nomi-
nal B meson mass [20], and �pB is the nominal B meson
momentum. All variables are defined in the ⌥(4S) rest
frame. Correctly reconstructed B candidates in the tag
and normalization mode D⇤`⌫` are expected to have a
value of cos ✓B-D⇤` between �1 and +1. On the other
hand, correctly reconstructed B candidates in the sig-

nal decay mode D⇤⌧⌫⌧ or falsely reconstructed B candi-
dates would tend to have values of cos ✓B-D⇤` below the
physical region due to contributions from additional par-
ticles and a large negative correlation with missing mass
squared, M2

miss = (2Ebeam � �
i Ei)2/c4 � | �i �pi|2/c2,

where (�pi, Ei) is four-momentum of the particles in the
⌥(4S) rest frame.

In each event we require two tagged B candidates that
are opposite in flavor. Signal events may have the same
flavor due to the BB̄ mixing, however we veto such events
as they lead to ambiguous D⇤` pair assignment and larger
combinatorial background. We require that at most one
B meson is reconstructed in a D+ mode, in order to avoid
large background from fake neutral pions when forming
D⇤ candidates. In each signal event we assign the candi-
date with the lowest value of cos ✓B-D⇤` (referred to here-
after as cos ✓sig

B-D⇤`) as Bsig. The probability of falsely as-
signing the Bsig as the Btag for signal events is about 3%.
After the identification of the Bsig and Btag candidates,
we apply further background suppression criteria. On the
tag side (Btag) we require �2.0 < cos ✓tag

B-D⇤` < +1.5 in
order to select B ! D⇤`⌫`. On the signal side we require
the D⇤ momentum in the ⌥(4S) rest frame to be less
than 2.0 GeV/c, while we require it to be less than 2.5
GeV/c on the tag side, which accounts for di�ering lepton
masses. Finally, we require the events to contain no extra
charged tracks, K0

S candidates, or �0 candidates, which
are reconstructed with the same criteria as those used in
the D candidates. At this stage, the probability of find-
ing multiple candidates is 7%, and the average number of
candidates is 1.08. When multiple candidates are found
in an event, we select the most signal-like events based on
the quality of vertex-constrained fits for the D mesons.

IV. BACKGROUND SUPPRESSION

To separate reconstructed signal and normalization
events, we employ a neural network approach based on
the “NeuroBayes” software package [21]. The variables
used as inputs to the network are (i) cos ✓sig

B-D⇤`, (ii)
missing mass squared, M2

miss, and (iii) visible energy
Evis =

�
i Ei, where Ei is energies of the particles in

the ⌥(4S) rest frame. The most powerful observable in
separating signal and background is cos ✓sig

B-D⇤`. The neu-
ral network is trained using MC samples of signal and
normalization events.

The most dominant background contribution arises
from events with falsely reconstructed (fake) D(⇤)

mesons. We categorize events, in which D(⇤) candidates
are falsely reconstructed in any events, into fake D(⇤)

events. The next most dominant contributions arise from
two sources in which D⇤ mesons from both Bsig and Btag

are correctly reconstructed. One source is B ! D⇤⇤`⌫`,
where the D⇤⇤ decays to D(⇤) along with accompanying
particles. The other source is B ! XcD⇤ events, where
one D⇤ meson is correctly reconstructed and the other
charmed meson Xc decays via a semileptonic mode. If

NN ∋ (M2miss, Evis, cos!B-Dl),

R(D⇤) =
1

2B(⌧+ ! `+⌫`⌫̄⌧ )

"norm

"sig

Nsig

Nnorm
["norm/"sig = 1.289 ± 0.015]

R(D⇤) = 0.302 ± 0.030 ± 0.011 (13.8�)

Youngjoon Kwon (Yonsei Univ.) B ! D(⇤)⌧+⌫ decays from Belle and others Oct. 20, 2016
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R(D⇤) SL-tag – compared with SM 11
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FIG. 4. Background-subtracted momenta distributions of D⇤ (top) and ` (bottom) in the region of NN > 0.8 and EECL < 0.5
GeV. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The expected
distributions are normalized to the number of detected events.
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FIG. 4. Background-subtracted momenta distributions of D⇤ (top) and ` (bottom) in the region of NN > 0.8 and EECL < 0.5
GeV. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The expected
distributions are normalized to the number of detected events.
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FIG. 4. Background-subtracted momenta distributions of D⇤ (top) and ` (bottom) in the region of NN > 0.8 and EECL < 0.5
GeV. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The expected
distributions are normalized to the number of detected events.
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FIG. 4. Background-subtracted momenta distributions of D⇤ (top) and ` (bottom) in the region of NN > 0.8 and EECL < 0.5
GeV. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The expected
distributions are normalized to the number of detected events.
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𝑩 → 𝑫∗𝝉𝝂 decay
• New physics could change 𝓑 and 𝝉 polarization (𝓟𝝉).

– 𝓡 𝑫∗ ≡ B 𝐵→𝐷∗𝝉𝜈
B 𝐵→𝐷∗𝓵𝜈

= 𝐬𝐢𝐠𝐧𝐚𝐥
𝐧𝐨𝐫𝐦𝐚𝐥𝐢𝐳𝐚𝐭𝐢𝐨𝐧

(ℓ = 𝑒, 𝜇)

• Several uncertainties cancel in ratio.
• ℛ(𝐷∗)SM = 0.252 ± 0.003
• Belle, BaBar, and LHCb measured.

– 𝓟𝝉
𝐒𝐌 = −0.497 ± 0.014
• Not measured yet.

Choice of 𝝉 decay
• Leptonic decay (𝝉 → ℓ𝝂𝝂)

– Used in all ℛ 𝐷∗ measurements so far.
– Advantageous for bkg suppression.

• Two-body hadronic decay (𝝉 → 𝒉𝝂)
– Advantageous for 𝒫𝜏 measurement.

Physics Motivation 3

S. Fajfer, J.F. Kmaenik, I. Nisandzic
PRD 85, 094025 (2012)

M. Tanaka, R. Watanabe
PRD 87, 034028 (2013)

𝑩 𝑫∗

τ

ν

𝑐𝑏

Charged Higgs
𝑯+

𝑩 𝑫∗

τ
ν

𝑐𝑏

Leptoquark(LQ)

𝑳𝑸
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FIG. 4. Background-subtracted momenta distributions of D∗ (top) and ℓ (bottom) in the region of NN > 0.8 and EECL < 0.5
GeV. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The expected
distributions are normalized to the number of detected events.
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FIG. 4. Background-subtracted momenta distributions of D∗ (top) and ℓ (bottom) in the region of NN > 0.8 and EECL < 0.5
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distributions are normalized to the number of detected events.
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FIG. 4. Background-subtracted momenta distributions of D∗ (top) and ℓ (bottom) in the region of NN > 0.8 and EECL < 0.5
GeV. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The expected
distributions are normalized to the number of detected events.
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𝑩 → 𝑫∗𝝉𝝂 decay
• New physics could change 𝓑 and 𝝉 polarization (𝓟𝝉).

– 𝓡 𝑫∗ ≡ B 𝐵→𝐷∗𝝉𝜈
B 𝐵→𝐷∗𝓵𝜈

= 𝐬𝐢𝐠𝐧𝐚𝐥
𝐧𝐨𝐫𝐦𝐚𝐥𝐢𝐳𝐚𝐭𝐢𝐨𝐧

(ℓ = 𝑒, 𝜇)

• Several uncertainties cancel in ratio.
• ℛ(𝐷∗)SM = 0.252 ± 0.003
• Belle, BaBar, and LHCb measured.

– 𝓟𝝉
𝐒𝐌 = −0.497 ± 0.014
• Not measured yet.

Choice of 𝝉 decay
• Leptonic decay (𝝉 → ℓ𝝂𝝂)

– Used in all ℛ 𝐷∗ measurements so far.
– Advantageous for bkg suppression.

• Two-body hadronic decay (𝝉 → 𝒉𝝂)
– Advantageous for 𝒫𝜏 measurement.

Physics Motivation 3

S. Fajfer, J.F. Kmaenik, I. Nisandzic
PRD 85, 094025 (2012)

M. Tanaka, R. Watanabe
PRD 87, 034028 (2013)

𝑩 𝑫∗

τ

ν

𝑐𝑏

Charged Higgs
𝑯+

𝑩 𝑫∗

τ
ν

𝑐𝑏

Leptoquark(LQ)

𝑳𝑸

2HDM(II)

LQ-R2

• scan for tan β/mH ∈[0,1] and re-measure 
R(D*) 

• best match with data at tan β/mH = 0.7 
GeV-1

• Choose R2 type leptoquark model# as a 
benchmark 

• scan for CT (for tensor op.) 
∈[-0.15,+0.40] and re-measure R(D*) 

• best match for CT  = -0.03 and +0.36  
• CT  = +0.36 doesn’t fit pD* (p = 1.4%), 

hence is disfavored

# Doršner et al., JHEP 11, 084 (2013)

Testing NP models



R(D⇤) Comparison

16

R(D⇤) SL-tag – Results

preliminary

Comparison with other measurements
BELLE

Preliminary

Central value close to Belle hadronic tag result.

Precision improvement over Belle hadronic tag and LHCb results.

P. Goldenzweig B � D(�)⌧�� at Belle 7.2.2016 14 / 19

more precise than Belle (had.-tag) and LHCb

Youngjoon Kwon (Yonsei Univ.) Recent physics highlights from Belle Aug. 2, 2016
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B	➔	D*	τ	ν	
polarization of τ

(5)

Measurement of the τ Lepton Polarization and RðD"Þ in the Decay B̄ → D"τ − ν̄τ
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� 𝑅 𝐷∗ and 𝑃𝜏 𝐷∗ with Hadronic 𝜏 Decays

• 𝜏 polarization is a variable sensitive to NP
– It can be measured using two-body decays of 𝜏

Target of this analysis
• First measurement of 𝑃𝜏 𝐷∗ using 𝜏− → 𝜋−𝜈𝜏, 𝜌−𝜈𝜏
• New measurement of 𝑅 𝐷∗

– Independent study of previous measurements using 𝜏− → 𝑙−  𝜈𝑙𝜈𝜏
Æ Different final state = different background

𝐷∗

 𝜈𝜏
Always right-handed

 𝐵

𝜏−
or
Sz

𝑃𝜏 𝐷∗ =
Γ+ − Γ−

Γ+ + Γ−

Γ+(−) for right-(left-)handed 𝜏
𝑊−,𝐻−

S = 1 S = 0

𝑃𝜏 𝐷∗ is modified

Rencontres de Moriond EW 2017

Belle Collaboration, arXiv:1612.00529 (submitted to Phys. Rev. Lett.) 7/15

𝑃𝜏 𝐷∗
SM = −0.497 ± 0.013

M. Tanaka and R. Watanabe, 
Phys. Rev. D 87, 034028 (2013)
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Motivation
D⇤ and ⌧ polarizations in semitauonic B decays are sensitive probes of various NP
scenarios

example of theoretical predictions for B ! D⇤⌧⌫

M. Tanaka and R. Watanabe, Phys. Rev. D 87, 034028 (2013)

F D⇤
L =

�(D⇤
L )

�(D⇤
L ) + �(D⇤

T )

F D⇤
L : fraction of longitudinal polarization of D⇤

SM: F D⇤
L = 0.46 � 0.53

P⌧ =
�(�⌧ = +1/2)� �(�⌧ = �1/2)
�(�⌧ = +1/2) + �(�⌧ = �1/2)

SM: P⌧ (D⇤) ⇡ �0.5

CKM 2016, December 1, 2016 December 1, 2016 5 / 15

M. Tanaka and R. Watanabe, Phys. Rev. D 87, 034028 (2013)
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� 𝑃𝜏(𝐷∗) Measurement Method

1
Γ

𝑑Γ
𝑑cos𝜃hel

=
1
2

1 + 𝛼𝑃𝜏(𝐷∗)cos𝜃hel

𝛼 = 1
~0.45

for 𝜏− → 𝜋−𝜈𝜏
for 𝜏− → 𝜌−𝜈𝜏

𝜃𝜏𝑑

 𝜈𝜏

𝜈𝜏

𝑊−

cos𝜃𝜏𝑑 = 2𝐸𝜏𝐸𝑑−𝑚𝜏
2−𝑚𝑑

2

2|𝒑𝝉||𝒑𝒅|

|  𝑝𝜏|

Rencontres de Moriond EW 2017

𝜋−

𝜏−
𝜃hel

𝜈𝜏

𝜋−

𝑊− 𝜏−

By the Lorentz transformation,
 𝑝𝑑
𝜏 cos𝜃hel = −𝛽𝛾𝐸𝑑 + 𝛾  𝑝𝑑 cos𝜃𝜏𝑑

 𝑝𝑑
 𝑝𝑑
𝜏

𝑚𝜏
2 − 𝑚𝑑

2

𝑚𝜏
2

 𝑝𝜏
𝑚𝜏

𝐸𝜏
𝑚𝜏

Solving the equation, cos𝜃hel is obtained!

τ rest frame W rest frame

Belle Collaboration, arXiv:1612.00529 (submitted to Phys. Rev. Lett.) 8/15
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Signal extraction

2D ML fit to EECL and M2
missdistributions

CKM 2016, December 1, 2016 December 1, 2016 10 / 15

Signal extraction

2D ML fit to EECL and M2
missdistributions

CKM 2016, December 1, 2016 December 1, 2016 10 / 15
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Signal extraction

2D ML fit to EECL and M2
missdistributions

CKM 2016, December 1, 2016 December 1, 2016 11 / 15

Signal extraction

2D ML fit to EECL and M2
missdistributions

CKM 2016, December 1, 2016 December 1, 2016 10 / 15
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•7.1σ including systematic 
uncertainty 

•consistent with SM and other 
measurements

• First measurement of Pτ

by M. Tanaka \& R. Watanabe, 
PRD 87, 034028 (2013)}

Fit Results  

2017/4/4 DIS'17, P. Chang 11

Sum of all samples
Signal events

• Signal significance is 7sincluding systematics.

 First measurement

arXiv: 1612.00529, submitted to PRL

� Result (1)

• Signal significance of about 7σ
– First observation of the  𝐵 → 𝐷∗𝜏−  𝜈𝜏 signal using only hadronic 𝜏 decays

■  𝐵 → 𝐷∗𝜏−  𝜈𝜏
■  𝐵 → 𝐷∗𝑙−  𝜈𝑙
■  𝐵 → 𝐷∗∗𝑙−  𝜈𝑙

+ had. 𝐵
■ Fake 𝐷∗ etc.
● Data

Sum of all samples

𝑅 𝐷∗ = 0.270 ± 0.035 stat. −0.025
+0.028(syst. )

𝑃𝜏 𝐷∗ = −0.38 ± 0.51 stat. −0.16
+0.21(syst. )

Compatibility with the SM within 0.4σ
Rencontres de Moriond EW 2017
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� Result (2)

• Result is consistent with the SM within 0.4σ
• Excludes 𝑃𝜏 𝐷∗ > +0.5 at 90% C.L.ÆFirst result of 𝑃𝜏 𝐷∗

• First 𝑅 𝐷∗ measurement only with hadronic 𝜏 decays
– Precision of 16%; comparable to the previous measurements (9-14%)

SM

This result
(68% C.L.)

World average
(without this result)

Rencontres de Moriond EW 2017

Belle Collaboration, arXiv:1612.00529 (submitted to Phys. Rev. Lett.) 10/15

W.A. not incl. 
this result
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𝑅 𝐷(∗) by HFAG   

 ~4sdiscrepancy remains
 More precise measurements will be from Belle II & LHCb



Angular analysis 
of B ➔ K*l+l−

PRL 118, 111801 (2017)



› b→sll decays proceed via FCNC transitions that only occur at loop order
(or beyond) in the SM

› New particles can for example contribute to loop or tree level diagrams
by enhancing/suppressing decay rates, introducing new sources of CP
violation or modifying the angular distribution of the final-state particles

› Rare b decays place strong constraints on many NP models by probing
energy scales higher than direct searches

Why Rare b Decays?

CERN SeminarSimone Bifani 4
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Why electro-weak penguin?
FCNC that occurs only at loop level in the SM 

Particles of new physics may enter the loop and affect the measured 
results
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Energy vs. Intensity FrontiersEnergy	vs.	Intensity	Frontier

7

Intensity Frontier is 
complementary to the Energy 
Frontier 
If LHC finds NP 
* precision flavor input is essential to 

further clarify those discoveries 
Even if no new NP is found 
* high-statistics flavor sector 

measurements (on b, c, and τ) can 
provide beyond-TeV-scale probe for 
NP

CHAPTER 1. MOTIVATION AND OVERVIEW

At the rare/precision frontier, observable signatures of new particles or processes can be obtained
through measurements of flavor physics reactions at lower energies and evidence of a deviation
from the SM prediction. (Here, “rare” and “precision” refer to processes that are strongly
suppressed or allowed, respectively, in the SM.) An observed discrepancy can be interpreted in
terms of NP models. This is the approach of Belle II.
Apart from being a complementary approach to the direct high energy searches, the preci-
sion frontier has unprecedented sensitivity to the e�ects of NP. The sensitivity depends on the
strength of the flavor violating couplings of the NP. The mass reach for new particle/process ef-
fects can be as high as O(100 TeV/c2) if the couplings are enhanced compared to the SM. In the
most pessimistic Minimal Flavor Violation case, where the NP flavor violating processes (such
as neutral meson oscillations) are a consequence of the same Yukawa couplings as in the SM,
SuperKEKB and Belle II would still be able to observe the e�ects of so far unknown particles
up to O(1 TeV/c2) [8]. Again, sensitivity to the contribution of a new particle or process to a
particular flavor physics reaction depends on the NP model and on the size of the data sample.
The reach of various colliders in searching for NP is illustrated in Fig. 1.1.
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Figure 1.1: Illustrative region of sensitivity to NP as a function of the flavor violating couplings
(relative to the SM) in the indirect searches at KEKB and SuperKEKB, and direct searches at
LHC and Tevatron.

The value of the high-energy and rare/precision frontiers is associated with the complementary
direct vs. indirect nature of the contribution of new particles or processes to the ensemble of
available measurements and the distinct predictions from NP models in these two regimes. The
processes in which unknown particles are expected to be observed are di�erent in most of the
cases between the energy and precision frontier experiments.
Belle II and SuperKEKB, described in this report, will exploit our strengths at the rare/precision
frontier by moving beyond a simple observation of a NP e�ect to its detailed characterization
through overconstraining measurements in several related flavor physics reactions. This is also
the reason for the existence of several experiments in the precision frontier with, to a large
extent, non-overlapping and thus complementary programs. In Sec. 1.2.3.2, we briefly address
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Youngjoon Kwon (Yonsei Univ.) From Intensity Frontier to Dark Sector Nov. 1, 2016 4



Belle’s legacy on EWP

• First observation of B ⇥ K⌃+⌃� PRL 88, 021801 (2002)

• First observation of B ⇥ K⇥⌃+⌃� PRL 91, 261601 (2003)

• First observation of B ⇥ Xs⌃+⌃� PRL 90, 021801 (2003)

• First measurement of AFB of B ⇥ K⇥⌃+⌃� PRL 96, 251801 (2006)

• First observations of several radiative modes, ⇤K�, K1�, etc.

• First observation of B ⇥ (⇥,⌅)� PRL 96, 221601 (2006)

• Most precise measurement of B ⇥ Xs�
covering the widest E� range PRL 103, 241801 (2009)

• and many more published results

Y. Kwon (Yonsei Univ.) Rare B and D decays (@ KIAS Phenomenology Workshop) Nov. 17, 2011
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Hints of anomaly in B ! K⇤`+`� (LHCb)Hints of anomaly in B -> K* l+l-
Flavor Changing Neutral Currents

Can we find new physics in the b ! s`` quark transition?

RK � B(B+ ! K+µµ)

B(B+ ! K+ee)
by LHCb ! 2.6�

P5-anomaly by LHCb Measuerements ! 3.4�

What about the B-factories?
S. Wehle | DESY | LHC Ski 2016, 14.04.2016 | Page 2/15

Intoduction Angular Analysis Result

Flavor Changing Neutral Currents

Can we find new physics in the b ! s`` quark transition?

RK � B(B+ ! K+µµ)

B(B+ ! K+ee)
by LHCb ! 2.6�

P5-anomaly by LHCb Measuerements ! 3.4�

What about the B-factories?
S. Wehle | DESY | LHC Ski 2016, 14.04.2016 | Page 2/15

Intoduction Angular Analysis Result

Youngjoon Kwon (Yonsei Univ.) Recent highlights in B physics Jan. 10, 2017
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Once again, for details of the 
LHCb results, please come to 

KIAS workshop on July 18, 2017 
and listen to Karim Trabelsi’s talk.



Once upon a time …
› LHCb tested Lepton Universality using B+→K+ll decays and observed a

tension with the SM at 2.6ss

› Consistent with observed BR(B+→K+µµ) if NP does not couple to electrons
› Observation of LFU violations would be a clear sign of NP

Simone Bifani 8

2.6ss form SM
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Results − II

› The compatibility of the result in the low-q2 with respect to the SM
prediction(s) is of 2.2-2.4 standard deviations
› The compatibility of the result in the central-q2with respect to the SM
prediction(s) is of 2.4-2.5 standard deviations

Simone Bifani 33CERN Seminar
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B ! K⇤`+`� – basic features
• B ⇠ 10�7 – expect O(100) events from Belle
• 9 irreducible background from J/ and  0 – some q2 regions are vetoed
• For robust fitting,

) employ ‘folding’ method developed by LHCb [PRL 111, 191801 (2013)]

• The decay is completely described by ✓`, ✓K, � and q2 = M2
`+`� .

The Decay Topology

The decay is completely described by:
✓�, ✓K , � and q2 = M2

�+��

S. Wehle | DESY | LHC Ski 2016, 14.04.2016 | Page 4/15
Intoduction Angular Analysis Result

Youngjoon Kwon (Yonsei Univ.) Recent highlights in B physics Jan. 10, 2017
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4

meson candidates, where the charge of the kaon or pion
defines the charge or flavor of the B meson. The par-
ticle selection criteria lead to combinatorial background
that is suppressed by applying requirements on the beam-
energy constrained mass, Mbc =

p
E

2
beam/c

4 � |~pB |2/c2,
and the energy di↵erence, �E = EB �Ebeam, where EB

and ~pB are the energy and momentum, respectively, of
the reconstructed candidate in the ⌥(4S) rest frame and
Ebeam is the beam energy in the center-of-mass frame.
Correctly reconstructed candidates are centered at the
nominal B mass in Mbc and at zero in �E. Candi-
dates that satisfy 5.22 GeV/c

2
< Mbc < 5.30 GeV/c

2

and �0.10 (�0.05) GeV < �E < 0.05 GeV for the
electron (muon) modes are retained. Large irreducible
background contributions arise from charmonium decays
B ! J/ K

⇤ and B !  (2S)K⇤, in which the cc̄

state decays into two leptons. These decays are ve-
toed with the requirements �0.25 (�0.15) GeV/c

2
<

M``�mJ/ < 0.08 GeV/c

2 and �0.20 (�0.10) GeV/c

2
<

M`` � m (2S) < 0.08 GeV/c

2 for the electron (muon)
modes. In the electron case, the veto is applied twice:
with and without the bremsstrahlung-recovery treat-
ment. Di-electron background from photon conversions
(� ! e

+
e

�) and ⇡

0 Dalitz decays (⇡0 ! e

+
e

�
�) is re-

jected by requiring Mee > 0.14 GeV/c

2.
To maximize signal e�ciency and purity, neural net-

works are utilized sequentially from the bottom to the
top of the decay chain, transferring the output probabil-
ity from each step to the subsequent step so that the most
e↵ective selection requirements are applied in the last
stage based on all information combined. For all particle
hypotheses, a neural network is trained to separate signal
from background and an output value, oNB, is calculated
for each candidate. The classifiers for e

±
, µ

±
,K

±, K0
S ,

⇡

0, and ⇡± are taken from the neural-network-based full
event reconstruction described in Ref. [16]. For K

⇤ se-
lection, a classifier is trained on MC samples using kine-
matic variables and vertex fit information. The final clas-
sification is performed with a requirement on oNB for each
B decay channel using event-shape variables (i.e., mod-
ified Fox-Wolfram moments [17]), vertex fit information,
and kinematic variables as input for the classifier. The
most important variables for the neural networks are�E,
the reconstructed mass of the K⇤, the product of the net-
work outputs of all secondary particles, and the distance
between the two leptons along the beam direction �z``.
If multiple candidates are found in an event (less than
2% of the time), the most probable candidate is chosen
based on oNB. The selection requirements for the neural
networks are optimized by maximizing the figure of merit
ns/

p
ns + nb separately for the electron and muon chan-

nels, where ns and nb are the expected numbers of signal
and background candidates, respectively, calculated from
MC.

Signal and background yields are extracted by an un-
binned extended maximum likelihood fit to the Mbc dis-
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FIG. 1. Distribution of the beam-energy constrained mass
for selected B ! K⇤e+e� (left) and B ! K⇤µ+µ� (right).
Combinatorial background (shaded blue), signal (red filled)
and total (solid) fit functions are superimposed on the data
points

tribution of B ! K

⇤
`

+
`

� candidates, presented in Fig. 1,
where the signal is parametrized by a Crystal Ball func-
tion [18] and the background is described by an ARGUS
function [19]. The signal shape parameters are deter-
mined from a fit to B ! J/ K

⇤ data in the correspond-
ing q

2 veto region while the background shape parame-
ters are allowed to float in the fit. In total 127± 15 and
185 ± 17 signal candidates are obtained for the electron
and muon channels, respectively.
The analysis is performed in four independent bins of

q

2, as detailed in Table I, with an additional bin in the
range 1.0 GeV2

/c

2
< q

2
< 6.0 GeV2

/c

2, which is favored
for theoretical predictions [6]. To make maximum use
of the limited statistics, a data-transformation technique
[20, 21] is applied, simplifying the di↵erential decay rate
without losing experimental sensitivity. The transforma-
tion is applied to specific regions in the three-dimensional
angular space, exploiting the symmetries of the cosine
and sine functions to cancel terms in Eq. 1. With the
following transformations to the dataset, the data are
sensitive to the observable of interest:

P

0
4, S4 :

8
><

>:

�! �� for � < 0

�! ⇡ � � for ✓` > ⇡/2

✓` ! ⇡ � ✓` for ✓` > ⇡/2,

(3)

P

0
5, S5 :

(
�! �� for � < 0

✓` ! ⇡ � ✓` for ✓` > ⇡/2.
(4)

With this procedure, the remaining observables are the
K

⇤ longitudinal polarization, FL, the transverse polar-

ization asymmetry, A(2)
T = 2S3/(1 � FL), and P

0
4 or P

0
5.

Two independent maximum likelihood fits for each bin
of q2 are performed to the angular distributions to ex-
tract the P

0
4,5 observables. The fits are performed using

the data in the signal region of Mbc of all decay channels
and separately for the electron and muon mode. The sig-
nal (background) region is defined as Mbc � 5.27 GeV/c

2

B ! K⇤`+`� – signal yields

6

(a)NBout for B0 � K⇤(892)0e+e� (b)NBout for B0 � K⇤(892)0µ+µ�

FIG. 1. Performance of the neural networks for the classification of B0 ! K⇤(892)0`+`�. Signal MC (red line) and simulated
background processes from e+e� ! qq̄ (q = u, d, s, c, b) decays (blue filled) corresponding to two times the expected size in the
Belle dataset are shown.
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(a)B0 � K⇤(892)0µ+µ�
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(b)B0 � K⇤(892)0e+e�

FIG. 2. Signal extraction for B ! K(⇤)`+`� on the total range of q2. Combinatorial (dashed blue), signal (red filled) and total
(solid) fit distributions are superimposed on the data points.

of the lepton pair q2. The angle ✓` is defined as the
angle between the direction of `+ (`�) and the opposite
direction of B (B̄) in the rest frame of the dilepton
system. The angle ✓K is defined between the direction
of the kaon and the opposite direction of B (B̄) in
the K⇤ rest frame. Finally, the angle � is determined
as the angle between the decay plane formed by the
`+`� system and the K⇤ decay plane. Definitions of
the angles follow Ref. [13]. The analysis is performed

in four bins of q2 with an additional zeroth bin in the
range 1.0 < q2 < 6.0 GeV2/c4, which is considered to
be the cleanest regarding form-factor uncertainties [14].
The binning in q2 is detailed in Table I together with
the measured signal and background yields. Uncovered
regions in the q2 spectrum arise from vetoes against
backgrounds of the charmonium resonances J/ ! `+`�

and  (2S) ! `+`� and vetos against �0 Dalitz decays
and photon conversion.

B -> K* l+ l- signal extraction

Youngjoon Kwon (Yonsei Univ.) Recent highlights in B physics Jan. 10, 2017



B ! K⇤`+`� – angular analysisangular analysis of B -> K* l+ l-

7

The full angular distribution of B ! K⇤0(! K±��)`+`� can be parametrized using definitions pre-
sented in Ref. [14] by

1

d�/dq2

d4�

d cos ✓` d cos ✓K d� dq2
=

9

32�

�
3

4
(1 � FL) sin2 ✓K + FL cos2 ✓K

+
1

4
(1 � FL) sin2 ✓K cos 2✓`

� FL cos2 ✓K cos 2✓` + S3 sin2 ✓K sin2 ✓` cos 2�

+ S4 sin 2✓K sin 2✓` cos � + S5 sin 2✓K sin ✓` cos �

+ S6 sin2 ✓K cos ✓` + S7 sin 2✓K sin ✓` sin �

+ S8 sin 2✓K sin 2✓` sin � + S9 sin2 ✓K sin2 ✓` sin 2�

�
, (3)

where the observables FL and Si are functions of q2 only.
The observables are functions of Wilson coe�cients, con-
taining information about the short-distance e�ects and
can be a�ected by new physics. The observables P 0

i , in-
troduced in Ref. [15], defined as

P 0
i=4,5,6,8 =

Sj=4,5,7,8�
FL(1 � FL)

, (4)

are considered to be largely free from form-factor un-
certainties [16]. In total, there are eight free parame-
ters, which can be obtained from a fit to the data. The
statistics in this analysis are not su�cient to perform
an eight-dimensional fit. In the following a folding tech-
nique is described, which reduces the number of fitting
parameters and hence improves the convergence of the
fit. The folding is applied to specific regions in the three-
dimensional angular space, exploiting the symmetries of
the cosine and sine functions to cancel terms in Eq. (3).
As a consequence the number of free parameters in the fit
is reduced without losing experimental sensitivity. This
procedure is explained in more detail in Refs. [17] and
[18]. With the following transformations to the dataset
one can be sensitive to the observable of interest:

P 0
4, S4 :

�
��

��

� ! �� for � < 0

� ! � � � for ✓` > �/2

✓` ! � � ✓` for ✓` > �/2,

(5)

P 0
5, S5 :

�
� ! �� for � < 0

✓` ! � � ✓` for ✓` > �/2,
(6)

P 0
6, S7 :

�
��

��

� ! � � � for � > �/2

� ! �� � � for � < ��/2

✓` ! � � ✓` for ✓` > �/2,

(7)

P 0
8, S8 :

�
����

����

� ! � � � for � > �/2

� ! �� � � for � < ��/2

✓K ! � � ✓K for ✓` > �/2

✓` ! � � ✓` for ✓` > �/2.

(8)

Each of the transformations causes all Si terms of Eq.
(3), except for S3 and the corresponding Si term, to van-
ish. The number of free parameters of each transformed
decay rate is consequently reduced to three: FL, S3 and
one of the observables S4,5,7,8 or P 0

4,5,6,8.
One can extract the transverse polarization asymmetry

A(2)
T with the transformation: A(2)

T = 2S3/(1 � FL). To
parameterize the background we use smoothed template
histograms. A three-dimensional PDF is constructed by
multiplying the histograms of each projection of the an-
gular variables:

fhist
bkg (q2, cos ✓`, cos ✓K , �) =

h1(q
2, cos ✓`) · h2(q

2, cos ✓K) · h3(q
2, �).

This method is fast and robust even if the background
shape is complex. The correlation in the background
sample between the observables is negligible allowing for
this procedure. However, it introduces systematic devi-
ations from the true PDF due to statistical fluctuations.
To compensate for this, the histograms are smoothed
with an algorithm introduced in Ref. [19], which takes
into account Poisson errors for bins with a small num-
ber of entries. This method aims to optimize the pull
distribution from smoothed histograms to the original
histogram with statistical fluctuations by a least square
minimization.

All methods are tested in toy MC studies using sim-
ulated events where each measurement is performed
10,000 times. The most important optimization is that
of the neural network requirement for both B0 !
K⇤(892)0e+e� and B0 ! K⇤(892)0µ+µ�, which de-
termines the signal to background ratio in the fit. The
sensitivity is optimized by minimizing the total error of

considered to be largely free from
form-factor uncertainties

The Decay Topology

The decay is completely described by:
✓�, ✓K , � and q2 = M2

�+��

S. Wehle | DESY | LHC Ski 2016, 14.04.2016 | Page 4/15
Intoduction Angular Analysis Result
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where the observables FL and Si are functions of q2 only.
The observables are functions of Wilson coe�cients, con-
taining information about the short-distance e�ects and
can be a�ected by new physics. The observables P 0

i , in-
troduced in Ref. [15], defined as

P 0
i=4,5,6,8 =

Sj=4,5,7,8�
FL(1 � FL)

, (4)

are considered to be largely free from form-factor un-
certainties [16]. In total, there are eight free parame-
ters, which can be obtained from a fit to the data. The
statistics in this analysis are not su�cient to perform
an eight-dimensional fit. In the following a folding tech-
nique is described, which reduces the number of fitting
parameters and hence improves the convergence of the
fit. The folding is applied to specific regions in the three-
dimensional angular space, exploiting the symmetries of
the cosine and sine functions to cancel terms in Eq. (3).
As a consequence the number of free parameters in the fit
is reduced without losing experimental sensitivity. This
procedure is explained in more detail in Refs. [17] and
[18]. With the following transformations to the dataset
one can be sensitive to the observable of interest:

P 0
4, S4 :

�
��

��

� ! �� for � < 0

� ! � � � for ✓` > �/2
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Each of the transformations causes all Si terms of Eq.
(3), except for S3 and the corresponding Si term, to van-
ish. The number of free parameters of each transformed
decay rate is consequently reduced to three: FL, S3 and
one of the observables S4,5,7,8 or P 0

4,5,6,8.
One can extract the transverse polarization asymmetry

A(2)
T with the transformation: A(2)

T = 2S3/(1 � FL). To
parameterize the background we use smoothed template
histograms. A three-dimensional PDF is constructed by
multiplying the histograms of each projection of the an-
gular variables:

fhist
bkg (q2, cos ✓`, cos ✓K , �) =

h1(q
2, cos ✓`) · h2(q

2, cos ✓K) · h3(q
2, �).

This method is fast and robust even if the background
shape is complex. The correlation in the background
sample between the observables is negligible allowing for
this procedure. However, it introduces systematic devi-
ations from the true PDF due to statistical fluctuations.
To compensate for this, the histograms are smoothed
with an algorithm introduced in Ref. [19], which takes
into account Poisson errors for bins with a small num-
ber of entries. This method aims to optimize the pull
distribution from smoothed histograms to the original
histogram with statistical fluctuations by a least square
minimization.

All methods are tested in toy MC studies using sim-
ulated events where each measurement is performed
10,000 times. The most important optimization is that
of the neural network requirement for both B0 !
K⇤(892)0e+e� and B0 ! K⇤(892)0µ+µ�, which de-
termines the signal to background ratio in the fit. The
sensitivity is optimized by minimizing the total error of

Extract transverse polarization asymmetry 
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B ! K⇤`+`� – angular analysis

• not enough statistics to perform full 8-dim fit for angular analysis
• reduce the # of fit parameters (hence improve fit convergence) by

‘folding’ technique à la LHCb
• For example,

B -> K* l+ l- folding method 
• not enough statistics to perform full 8-dim. fit 
• reduce the # of fit parameters (hence improve fit 

convergence) by ‘folding’ technique 
• For example,  

• Each of these foldings cause all the other Si’s (except for 
S3) to vanish ➔ #(fit parameter) is reduced: 8 ➛ 3
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(3), except for S3 and the corresponding Si term, to van-
ish. The number of free parameters of each transformed
decay rate is consequently reduced to three: FL, S3 and
one of the observables S4,5,7,8 or P 0

4,5,6,8.
One can extract the transverse polarization asymmetry

A(2)
T with the transformation: A(2)

T = 2S3/(1 � FL). To
parameterize the background we use smoothed template
histograms. A three-dimensional PDF is constructed by
multiplying the histograms of each projection of the an-
gular variables:
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h1(q
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This method is fast and robust even if the background
shape is complex. The correlation in the background
sample between the observables is negligible allowing for
this procedure. However, it introduces systematic devi-
ations from the true PDF due to statistical fluctuations.
To compensate for this, the histograms are smoothed
with an algorithm introduced in Ref. [19], which takes
into account Poisson errors for bins with a small num-
ber of entries. This method aims to optimize the pull
distribution from smoothed histograms to the original
histogram with statistical fluctuations by a least square
minimization.

All methods are tested in toy MC studies using sim-
ulated events where each measurement is performed
10,000 times. The most important optimization is that
of the neural network requirement for both B0 !
K⇤(892)0e+e� and B0 ! K⇤(892)0µ+µ�, which de-
termines the signal to background ratio in the fit. The
sensitivity is optimized by minimizing the total error of
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The observables are functions of Wilson coe�cients, con-
taining information about the short-distance e�ects and
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i , in-
troduced in Ref. [15], defined as
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i=4,5,6,8 =
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, (4)

are considered to be largely free from form-factor un-
certainties [16]. In total, there are eight free parame-
ters, which can be obtained from a fit to the data. The
statistics in this analysis are not su�cient to perform
an eight-dimensional fit. In the following a folding tech-
nique is described, which reduces the number of fitting
parameters and hence improves the convergence of the
fit. The folding is applied to specific regions in the three-
dimensional angular space, exploiting the symmetries of
the cosine and sine functions to cancel terms in Eq. (3).
As a consequence the number of free parameters in the fit
is reduced without losing experimental sensitivity. This
procedure is explained in more detail in Refs. [17] and
[18]. With the following transformations to the dataset
one can be sensitive to the observable of interest:
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Each of the transformations causes all Si terms of Eq.
(3), except for S3 and the corresponding Si term, to van-
ish. The number of free parameters of each transformed
decay rate is consequently reduced to three: FL, S3 and
one of the observables S4,5,7,8 or P 0

4,5,6,8.
One can extract the transverse polarization asymmetry

A(2)
T with the transformation: A(2)

T = 2S3/(1 � FL). To
parameterize the background we use smoothed template
histograms. A three-dimensional PDF is constructed by
multiplying the histograms of each projection of the an-
gular variables:

fhist
bkg (q2, cos ✓`, cos ✓K , �) =

h1(q
2, cos ✓`) · h2(q

2, cos ✓K) · h3(q
2, �).

This method is fast and robust even if the background
shape is complex. The correlation in the background
sample between the observables is negligible allowing for
this procedure. However, it introduces systematic devi-
ations from the true PDF due to statistical fluctuations.
To compensate for this, the histograms are smoothed
with an algorithm introduced in Ref. [19], which takes
into account Poisson errors for bins with a small num-
ber of entries. This method aims to optimize the pull
distribution from smoothed histograms to the original
histogram with statistical fluctuations by a least square
minimization.

All methods are tested in toy MC studies using sim-
ulated events where each measurement is performed
10,000 times. The most important optimization is that
of the neural network requirement for both B0 !
K⇤(892)0e+e� and B0 ! K⇤(892)0µ+µ�, which de-
termines the signal to background ratio in the fit. The
sensitivity is optimized by minimizing the total error of

• Each of these foldings cause all the other Si’s (except for S3) to vanish
) #(fit parameters) is reduced: 8 ! 3
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B ! K⇤`+`� – fit procedure

• Signal and background fractions are determined from fits to Mbc

• Background shapes for angular distributions are estimated by
Mbc < 5.27 GeV/c2 (“side-band”)

* (Note) Angular observables are uncorrelated with Mbc for background.

• Angular observables are obtained by 3D unbinned max. likelihood fit,
in four bins of q2
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Fit projections for P0
5

Example Fit-Projections for P �
5 in Bin 2

Background region (top) - Signal region (bottom)
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Figure : Fit result for data
transformation of P 0

5, bin 2. Fit to
signal region (top) and sideband for
the determination of the background
shape (bottom). Combinatorial
(dashed blue), signal (red filled) and
total (solid) fit distributions are
superimposed on the data points.
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B -> K* l+ l- fit projections for
Bin #2

4.0 < q2 < 8.0
background region

signal region
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FIG. 4. Projections for the fit result of P 0
5 in bin 2. Fit to the Mbc sideband for the determination of the background shape

(top) and signal region (bottom) are displayed. Combinatorial (dashed blue), signal (red filled) and total (solid) fit distributions
are superimposed on the data points.
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FIG. 4. Projections for the fit result of P 0
5 in bin 2. Fit to the Mbc sideband for the determination of the background shape

(top) and signal region (bottom) are displayed. Combinatorial (dashed blue), signal (red filled) and total (solid) fit distributions
are superimposed on the data points.
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FIG. 5. Result for the P 0 observables compared to SM predictions from various sources described in Section X. Results from
LHCb [1, 17] are shown for comparison.
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(Mbc < 5.27 GeV/c

2). For each measurement in q

2, the
signal fraction is derived as a function of Mbc. The back-
ground angular distribution is described using the direct
product of kernel density template histograms [22] for
�, ✓` and ✓K while the shape is predetermined from the
Mbc sideband. Acceptance and e�ciency e↵ects are ac-
counted for in the fit by weighting each event by the
inverse of its combined e�ciency, which is derived from
the direct product of the e�ciencies in �, ✓`, ✓K and
q

2. The individual reconstruction e�ciency for each ob-
servable is obtained by extracting the ratio between the
reconstructed and generated MC distributions.

All methods are tested and evaluated in pseudo-
experiments using MC samples for each measurement
and the results are compared to the input values. Sys-
tematic uncertainties are considered if they introduce an
angular- or q2-dependent bias to the distributions of sig-
nal or background candidates. Small correlations be-
tween ✓` and q

2 are not considered in the treatment of
the reconstruction e�ciency. The deviation between a
fit based on generator truth and an MC sample after
detector simulation and reconstruction reweighted with
e�ciency corrections is evaluated for a bias. The di↵er-
ence between the two fits (0.045 on average) is taken as
the systematic uncertainty for the e�ciency correction;
this is the largest systematic uncertainty. Peaking back-
grounds are estimated for each q

2 bin using MC. In total,
fewer than six (one) such background events are expected
in the muon (electron) channels. The impact of the
peaking component is simulated by performing pseudo-
experiments with MC samples for signal and background
according to the measured signal yields, replacing six ran-
domly selected events from the signal class with events
from simulated peaking background in each measure-
ment. The observed deviation from simulated values
(0.02 on average) is taken as the systematic uncertainty.
An error on the background parametrization is estimated
by repeating all fits with an alternative background de-
scription using third-order polynomials and taking the
observed deviation (0.028 on average) as the systematic
error. Finally, an error on the signal parametrization
is considered by repeating the fit with the signal shape
parameters adjusted by ±1�, leading to systematic un-
certainties of order 10�4. Signal cross-feed is evaluated
for all signal decay channels and found to be insignificant.
The parametrization in Eq. 1 does not include a possi-
ble S-wave contribution under the K

⇤(892) mass region.
With the expected fraction of 5% [1, 20], we estimate
the S-wave contribution for each measurement to be less
than one event and the resulting e↵ects to be negligible.
Statistically equal numbers of B and B̄ candidates in the
signal window are found; consequently, CP-asymmetric
contributions to the measured CP-even parameters are
neglected. The total systematic uncertainty is calculated
as the sum in quadrature of the individual values.

The result of all fits is presented in Table I and dis-

FIG. 2. P 0
4 and P 0

5 observables for combined, electron and
muon modes. The SM predictions are provided by DHMV
[9] and lattice QCD [24] and displayed as boxes for the muon
modes only. The central values of the data points for the
electron and muon modes are shifted horizontally for better
readability.

played in Fig. 2 where it is compared to SM predictions
by DHMV, which refers to the soft form-factor method
of Ref. [23]. Predictions for the 14.18 GeV2

/c

2
< q

2
<

19.00 GeV2
/c

2 bin are calculated using lattice QCD with
QCD form factors from Ref. [24]. The predictions include
the lepton mass, leading to minor corrections between
the SM values for the electron and muon modes. For the
electron mode, fits in the region 10.09 GeV2

/c

2
< q

2
<

12.90 GeV2
/c

2 are excluded because it overlaps with the
 (2S) veto range, leading to insu�cient statistics for sta-
ble fit results. In total, all measurements are compatible
with SM predictions. The strongest tension of 2.6� (in-
cluding systematic uncertainty) is observed in P

0
5 of the

muon modes for the region 4 GeV2
/c

2
< q

2
< 8 GeV2

/c

2;
this is in the same region where LHCb reported the so-
called P

0
5 anomaly [1, 20]. In the same region, the elec-

tron modes deviate by 1.3� and all channels combined
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FIG. 5. Result for the P 0 observables compared to SM predictions from various sources described in Section X. Results from
LHCb [1, 17] are shown for comparison.
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TABLE I. Fit results for P 0
4 and P 0

5 for all decay channels and separately for the electron and muon modes. The first uncertainties
are statistical and the second systematic.

q2 in GeV2/c2 P 0
4 P e

4
0 Pµ

4
0 P 0

5 P e
5
0 Pµ

5
0

[1.00, 6.00] �0.45+0.23
�0.22 ± 0.09 �0.72+0.40

�0.39 ± 0.06 �0.22+0.35
�0.34 ± 0.15 0.23+0.21

�0.22 ± 0.07 �0.22+0.39
�0.41 ± 0.03 0.43+0.26

�0.28 ± 0.10

[0.10, 4.00] 0.11+0.32
�0.31 ± 0.05 0.34+0.41

�0.45 ± 0.11 �0.38+0.50
�0.48 ± 0.12 0.47+0.27

�0.28 ± 0.05 0.51+0.39
�0.46 ± 0.09 0.42+0.39

�0.39 ± 0.14

[4.00, 8.00] �0.34+0.18
�0.17 ± 0.05 �0.52+0.24

�0.22 ± 0.03 �0.07+0.32
�0.31 ± 0.07 �0.30+0.19

�0.19 ± 0.09 �0.52+0.28
�0.26 ± 0.03 �0.03+0.31

�0.30 ± 0.09

[10.09, 12.90] �0.18+0.28
�0.27 ± 0.06 - �0.40+0.33

�0.29 ± 0.09 �0.17+0.25
�0.25 ± 0.01 - 0.09+0.29

�0.29 ± 0.02

[14.18, 19.00] �0.14+0.26
�0.26 ± 0.05 �0.15+0.41

�0.40 ± 0.04 �0.10+0.39
�0.39 ± 0.07 �0.51+0.24

�0.22 ± 0.01 �0.91+0.36
�0.30 ± 0.03 �0.13+0.39

�0.35 ± 0.06

FIG. 3. Q4 and Q5 observables with SM and favored NP
“Scenario 1” from Ref. [9].

by 2.5� (including systematic uncertainty). All measure-
ments are compatible between lepton flavors. The Q4,5

observables are presented in Table II and Fig. 3, where
no significant deviation from zero is discerned.

In conclusion, the first lepton-flavor-dependent angular
analysis measuring the observables P 0

4 and P

0
5 in the B !

K

⇤
`

+
`

� decay is reported and the observables Q4,5 are
shown for the first time. The results are compatible with
SM predictions, where the largest discrepancy is 2.6� in
P

0
5 for the muon channels.

TABLE II. Results for the lepton-flavor-universality-violating
observables Q4 and Q5. The first uncertainty is statistical and
the second systematic.

q2 in GeV2/c2 Q4 Q5

[1.00, 6.00] 0.498 ± 0.527 ± 0.166 0.656 ± 0.485 ± 0.103
[0.10, 4.00] �0.723 ± 0.676 ± 0.163 �0.097 ± 0.601 ± 0.164
[4.00, 8.00] 0.448 ± 0.392 ± 0.076 0.498 ± 0.410 ± 0.095
[14.18, 19.00] 0.041 ± 0.565 ± 0.082 0.778 ± 0.502 ± 0.065
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(Mbc < 5.27 GeV/c

2). For each measurement in q

2, the
signal fraction is derived as a function of Mbc. The back-
ground angular distribution is described using the direct
product of kernel density template histograms [22] for
�, ✓` and ✓K while the shape is predetermined from the
Mbc sideband. Acceptance and e�ciency e↵ects are ac-
counted for in the fit by weighting each event by the
inverse of its combined e�ciency, which is derived from
the direct product of the e�ciencies in �, ✓`, ✓K and
q

2. The individual reconstruction e�ciency for each ob-
servable is obtained by extracting the ratio between the
reconstructed and generated MC distributions.

All methods are tested and evaluated in pseudo-
experiments using MC samples for each measurement
and the results are compared to the input values. Sys-
tematic uncertainties are considered if they introduce an
angular- or q2-dependent bias to the distributions of sig-
nal or background candidates. Small correlations be-
tween ✓` and q

2 are not considered in the treatment of
the reconstruction e�ciency. The deviation between a
fit based on generator truth and an MC sample after
detector simulation and reconstruction reweighted with
e�ciency corrections is evaluated for a bias. The di↵er-
ence between the two fits (0.045 on average) is taken as
the systematic uncertainty for the e�ciency correction;
this is the largest systematic uncertainty. Peaking back-
grounds are estimated for each q

2 bin using MC. In total,
fewer than six (one) such background events are expected
in the muon (electron) channels. The impact of the
peaking component is simulated by performing pseudo-
experiments with MC samples for signal and background
according to the measured signal yields, replacing six ran-
domly selected events from the signal class with events
from simulated peaking background in each measure-
ment. The observed deviation from simulated values
(0.02 on average) is taken as the systematic uncertainty.
An error on the background parametrization is estimated
by repeating all fits with an alternative background de-
scription using third-order polynomials and taking the
observed deviation (0.028 on average) as the systematic
error. Finally, an error on the signal parametrization
is considered by repeating the fit with the signal shape
parameters adjusted by ±1�, leading to systematic un-
certainties of order 10�4. Signal cross-feed is evaluated
for all signal decay channels and found to be insignificant.
The parametrization in Eq. 1 does not include a possi-
ble S-wave contribution under the K

⇤(892) mass region.
With the expected fraction of 5% [1, 20], we estimate
the S-wave contribution for each measurement to be less
than one event and the resulting e↵ects to be negligible.
Statistically equal numbers of B and B̄ candidates in the
signal window are found; consequently, CP-asymmetric
contributions to the measured CP-even parameters are
neglected. The total systematic uncertainty is calculated
as the sum in quadrature of the individual values.

The result of all fits is presented in Table I and dis-

FIG. 2. P 0
4 and P 0

5 observables for combined, electron and
muon modes. The SM predictions are provided by DHMV
[9] and lattice QCD [24] and displayed as boxes for the muon
modes only. The central values of the data points for the
electron and muon modes are shifted horizontally for better
readability.

played in Fig. 2 where it is compared to SM predictions
by DHMV, which refers to the soft form-factor method
of Ref. [23]. Predictions for the 14.18 GeV2

/c

2
< q

2
<

19.00 GeV2
/c

2 bin are calculated using lattice QCD with
QCD form factors from Ref. [24]. The predictions include
the lepton mass, leading to minor corrections between
the SM values for the electron and muon modes. For the
electron mode, fits in the region 10.09 GeV2

/c

2
< q

2
<

12.90 GeV2
/c

2 are excluded because it overlaps with the
 (2S) veto range, leading to insu�cient statistics for sta-
ble fit results. In total, all measurements are compatible
with SM predictions. The strongest tension of 2.6� (in-
cluding systematic uncertainty) is observed in P

0
5 of the

muon modes for the region 4 GeV2
/c

2
< q

2
< 8 GeV2

/c

2;
this is in the same region where LHCb reported the so-
called P

0
5 anomaly [1, 20]. In the same region, the elec-

tron modes deviate by 1.3� and all channels combined

Other observables

for lepton universality
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What’s	next?		Luminosity	Upgrade!



SuperKEKB		&		Belle	II
Body	Level	One	

* Body Level Two 

- Body Level Three 

• Body Level Four 

• Body Level Five
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e� �! (?) e+
7 GeV 4 GeV

B+ ! ⌧+⌫⌧ , B+ ! `+⌫` prospects @ Belle II

• Lpeak = 8 ⇥ 1035cm�2s�1, Lint = 50ab�1

• B+ ! ⌧+⌫⌧

* �B ⇠ a few %
* need better precision for fB|Vub|

• B+ ! µ+⌫µ, B+ ! e+⌫e

* 5� observation expected for
B+ ! µ+⌫µ (SM) at ⇠ 10ab�1

* O(10�8) sensitivity at 10ab�1

* interesting to compare with B+ ! ⌧+⌫⌧

Prospect at Belle II�
•  7GeV e- ×4GeV e+,  
•  Lpeak = 8 ×1035cm-2s-1,  
•  Lint = 50ab-1 

•  B � τν%
•  Precision ~ a few % 

•  Need better precision for fB |Vub|. 

•  B � µν, eν%
•  5σ observation expected for 

B(B�μ�)SM at ~10 ab−1. 
•  O(10−8) sensitivity at 50 ab−1. 
•  Interesting to compare w/ B�τν%
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Charged Higgs constraint (Type-II 2HDM) 

50 ab−1 

Assume  
Δexp�~ 1/√L,  
ΔfB|Vub| = 4 % �
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Challenges	&	responses	for	Belle	II
Severe	beam	background		

• due to ×40 increase in Lpeak   

• fine segmentation and fast readout ➔ reduce 
occupancy 

• replace detector components 

Some	big	changes	

• vertex: SVD (4 layers) ➔ PXD (2) + SVD (4) 

• hadron identification: binary Cherenkov ➔ iTOP 
(“imaging Time-of-Propagation”) 

69

Experimental challenge at 
higher luminosity 

• For a higher luminosity
– More beam background (20 x)
– Higher trigger rate (0.5 -> 30kHz)
– More radiation hardness

• Important improvements
– Hermeticity for full reconstruction

=> Finer granularity (more channels)
– Impact parameter resolution

=> Smaller beam pipe (1.5cm -> 1.0cm)
=> Pixel detector (DEPFET)

– Ks vertex reconstruction efficiency
=> Lager SVD coverage

– Better K / π separation
=> New Particle ID devices

Tau LFV in B factory @ NuFact 2016 32
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SVD:	4	DSSD	lyrs	g	2	DEPFET	lyrs	+	4	DSSD	lyrs	
CDC:	small	cell,	long	lever	arm	
ACC+TOF	g	TOP+A-RICH	
ECL:	waveform	sampling	(+pure	CsI	for	endcaps)	
KLM:	RPC	g	Scintillator	+MPPC	(endcaps,	barrel	inner	2	lyrs)

In colours: new 
components 



Vertex Detector: PXD and SVD 

32 cmarinas@uni-bonn.de 

• Pixel Detector (PXD) 
2 layers of DEPFET pixels 
r = 1.4 cm, 2.2 cm 
L = 12 cm 
~ 0.027 m2 

• Silicon Vertex Detector (SVD) 
4 layers of DSSD 
r = 3.8 cm, 8.0 cm, 11.5 cm, 14 cm 
L = 60 cm 
~ 1 m2 

SVD 

PXD 

Vertexing	for	Belle	II
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SVD
• 4 layers of DSSD
• r = 3.8, 8.0, 11.5, 14.0 (cm)
• L = 60 cm

PXD (pixel detector)
• 2 layers of DEPFET
• r = 1.4, 2.2 (cm)
• L = 12 cm

SuperKEKB: Nano beam option, 1 cm radius of beam pipe

SVD

PXD

2 layer Si pixel detector (DEPFET technology)
(R = 1.4, 2.2 cm)                   monolithic sensor
thickness 75 µm (!), pixel size ~50 x 50 µm² 

4 layer Si strip detector (DSSD)
(R = 3.8, 8.0, 11.5, 14.0 cm)

„PXD“

„SVD“

Significant improvement in z-vertex resolution

15µm
30µm

Belle

Belle II

pβsin(θ) [GeV/c]
0.4 2.00 0.8 1.2 1.6

100

20

50

σ [µm] PXD+SVD

Vertexing: Silicon Tracking System @ Belle II

DEPFET:
thin sensor (75 µm)
unique worldwide

C. Kiesling, 55. International Winter Meeting on Nuclear Physics, January 23-27, 2017, Bormio, Italy
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hadron	ID	for	Belle	II
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Quartz radiator

Barrel PID : iTOP
Detection of internally reflected Cherenkov (DIRC):
• Cherenkov pattern in two hit coordinates and time of propagation.

Tau LFV in B factory @ NuFact 2016 29
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modules is ongoing
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Challenges	&	responses:	ECL
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barrel 
ECL

endcap 
ECL



Challenges	&	responses:	ECL
ECL	is	essential	for	γ	and	e±	detection	

• hence indispensable for τ LFV (                               etc.) 

Belle	ECL	

• CsI(Tl) crystals with PIN photodiode 

Belle	II	ECL	

• upgrade is needed due to higher rates & radiation load 

• waveform sampling in new readout electronics  
- timing resolution < 4.5 ns in cosmic-ray test of barrel ECL  

• use of pure-CsI for endcap crystals being considered
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Belle	II	ECL	performances	(TB)
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to a good timing providing by the mentioned scheme. Thus, even in the case of 20 times larger
background the resulting fake rate is expected to be lower than in the current barrel calorimeter.

We performed a study of radiation hardness of the full size pure CsI crystals produced in
Kharkov (Ukraina). In these study 14 full size crystals were irradiated by the wide gamma beam
with the average energy of about 1 MeV generated by the 1.5 MeV electron accelerator ELV-6
at BINP. The absorbed dose increased step by step up to 14 krad. The most of the crystals
(11) showed a light output reduction less than 20% while for 3 crystals the light output drops
to 25-30% Thus, we consider the radiation hardness of the pure CsI crystals as acceptable for
Belle II encaps.

The beam test with 20 pure CsI crystals coupled with PP and electronics provided waveform
analysis was carried out at BINP photon beam [6].

The photon beam is produced by the Compton back scattering of the laser photons by the
high energy electron beam circulating in the VEPP-4M storage ring. The resulting Compton
spectrum is approximately uniform with a sharp edge corresponding to the maximum energy
ω = 4γ2ω0/(1+ 4γω0/me), where γ is a electron beam relativistic factor, ω0 is the energy of the
laser photon and me – electron mass. The energy resolution can be studied both by analyzing
of the smearing of the Compton edge of the measured spectrum using the scattered electron
tagging system.

Measured energy resolution (Fig. 5) is consistent with the CsI(Tl) ECL energy resolution [7]
and MC predictions. The time resolution better than 1 ns for energy more than 20 MeV has
been obtained.

0

1

2

3

4

5

0 50 100 150 200
E (MeV)

MC

Pure CsI TB results

CsI(Tl) TB resultsσE
/E

 %

0

1

2

3

0 50 100
E (MeV)

στ
 (n

s)
Figure 5. Energy (left plot) and time (right) resolution for photons obtained at the beam test
(circles) and the results from beam test of the Belle ECL CsI(Tl) prototype [7] (squares).

6. Conclusion
• To keep good performance of the calorimeter at high background conditions of the Belle II

experiment we upgrade the calorimeter electronics. This work is in progress. Most of the
modules are produces and tested. The tests demonstrated proper performance of the new
electronics.

• R&D works on the endcap calorimeter based on pure CsI counters with modified electronics
is going on. This modification should provide drastic suppression both pile-up noise as and
fake clusters rate in the endcaps.
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KEK	(High	Energy	Accelerator	Research	Organiza6on)	

n  In	Belle:	CsI(TI)	crystals	with	PIN-
photodiode	

n  Upgrade	for	beam	BG	tolerance:		
–  CsI(TI)	in	endcap	are	replaced	with	

pure	CsI.	
n  Time	constant:	1μs	à	30ns	

–  Waveform	sampling	analysis	in	new	
readout	electronics	

n  Barrel	ECL:	under	cosmic	ray	
commissioning	
–  Typical	Kming	resoluKon	<	4.5ns	

n  Endcap	ECL:	to	be	installed	
–  BWD:	Jan.	2017	
–  FWD:	Oct.	2017	with	ARICH
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Challenges	&	responses:	KLM
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Challenges	&	responses:	KLM
KLM	is	essential	for	μ±	detection	

• hence indispensable for τ LFV (                                etc.) 

Belle	KLM	

• alternating layers of iron plates (partly for flux return) and RPC 

Belle	II	KLM	

• Belle’s RPC system cannot handle high background rates 

• all RPC’s in endcaps and 2 innermost barrel layers are replaced with 
scintillators  

• readout electronic under production (will be ready by summer 2017)
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 6: ȐȬȫ KLM ȢǸȥȸȫƷǤȳǹȈȸȫܦʕƷ
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4 エンドキャップKLM

Ǩȳȉǭȣȃȗ KLMƸᲦǨȳȉȨȸǯᢿƴӕǓ˄ƚ

ƯƋǔ౨Ј֥ƴƳǔŵǨȳȉȨȸǯƸᲦȐȬȫᢿƴᔟǛ

ƢǔǑƏƳ 8 ᚌ௵ཞƷನᡯ˳ưᲦጏƴ 2 ƭƴЎƔǕƯ

ƓǓᲦƘƜƱƴǑƬƯȐȬȫᢿɶځƴǢǯǻǹưƖǔ

ǑƏƴƳǔŵƜƷȨȸǯƷЏǓӝƔǒ౨Ј֥ǛɥᢿᲦɦ

ᢿǁƱࠀƠᡂǉƜƱƴƳǔŵȐȬȫ KLM Ƹ 15 ƩƬޖ

ƨƕᲦǨȳȉǭȣȃȗ KLM ƷئӳƸ 14 ưޖ 1 Ƴݲޖ

ƍŵȢǸȥȸȫƷ࢟ཞƸᲦǨȳȉȨȸǯƕ 8 ᚌ௵ƳƷư

ȢǸȥȸȫǋ 8 ᚌ௵Ǜ 4 ƭƴЏƬƨǋƷƔƳƱᙸƤƔ

ƚƯᲦܱƸ࢟ưƋǔ4ŵƜƪǒƸᲦȐȬȫ KLM ƷȢ

ǸȥȸȫƱᢌƬƯᲦƢǂƯƷޖưӷơ࢟ཞǛƠƯƍǔŵ

4.1 製作と輸送，そして組み立て
Ǩȳȉǭȣȃȗ KLM Ʒᙌ˺ƴƭƍƯƸᲦȭǷǢƷ

ITEPǰȫȸȗƕɶ࣎ƱƳƬƯᡶǊƯƍǔŵ

ȢǸȥȸȫƷಒဦǛ 7ƴƠǊƢŵȢǸȥȸȫƕ

ᲦƱƍ࢟ཞǋ࢟ƳƷưȗȩǹȁȃǯǷȳȁȬȸǿƷ࢟

ƏƜƱƸƳƘƯǍƸǓኬᧈƍႺ૾˳ưᲦࢽǒǕǔˮፗऴ

ƸȐȬȫᢿƱӷơإ XYࡈưƋǔ5ŵȗȩǹȁȃǯǷȳ

ȁȬȸǿƸȭǷǢᙌǛ̅ဇƠƯƍǔ ) 8)ŵǹȈȪȃȗ

ƷǵǤǺƱƠƯƸᲦࠢƸȐȬȫᢿƱƦǕƱӷơƘ 4cmᲦ

ҽǈƸ 0.7cmᲦႺ૾˳Ǜ࢟ƴƖᛄǊǔƷưᲦᧈƞƸ

60 ∼ 280cmƴƳǔŵࡈƝƱƴ 75 ஜƷǹȈȪȃȗᲦ1
ȢǸȥȸȫƋƨǓ 150 ȁȣȳȍȫנ܍ƢǔŵƜǕǛɟ

 ITEPưˎኵǛᘍƏŵφ˳ႎƳ˺ಅƱƠƯƸᲦǷȳȁ

ȬȸǿƴไǛǓᲦWLS ȕǡǤȐȸǛᚨፗᲦܭǛᘍ

ƏŵƦƷࢸ 15 ஜɟኵƴƠƯბǛᘍƍᲦƦƜƴɶࣱ܇

ถᡮဇƷȝȪǹȁȬȳǋბƢǔŵƦƠƯᲦƜǕǒǛ 10
ǻȃȈ˺ƬƯᲦ1 ȢǸȥȸȫЎǛെȜȸȫƴѼƢǔŵ

ƜǕǒƷ˺ಅǛᘍƍᲦƜƷെȜȸȫረƱ܇ཞƷǵȝȸ

4ᚌƕƋǔƱǤȳǹȈȸȫƠƴƘƦƏƩŵ
5RPC ƷƷᩓಊᐏƸ rφ ƩƬƨŵࡈ
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ǹȆȠǛ٭ƢǔƜƱƴƳƬƨŵᛠǈЈƠᘺፗƷᙌ˺Ƹ

ǢȡȪǫƕɶ࣎ƴƳƬƯƓǓᲦRPCƴƭƍƯƸǤȳȇǣ

ǢȊܖٻᲦǷȳȁȬȸǿƴƭƍƯƸȏȯǤܖٻƕᘍƬƯ

ƍǔŵ2014 Ʒ࠰ 6 உƴƦǕƧǕƷǷǹȆȠǛɟƭƴƠ

ƨȆǹȈǛǤȳȇǣǢȊܖٻưᘍƏƜƱƴƳƬƯƓǓᲦ

ƜǕƷኽௐǛ៊ǇƑƯᲦٰƴƸȐȬȫᢿƷ 1/8 Ɣ 1/16
Ǜ̅ဇƠƨȆǹȈǛʖܭƠƯƍǔŵ

6 おわりに
ȐȃǯȯȸȉͨƷȢǸȥȸȫƷኵǈᇌƯƱǤȳǹȈȸ

ȫᲦHVǷǹȆȠƱᛠǈЈƠǷǹȆȠƷನሰƳƲǇƩǇ

ƩǍǔǂƖƜƱƸƋǔƷƩƕᲦᚘဒƞǕƨǋƷƕ࢟Ʊ

ƳƬƯನᡯ˳ƴӕǓ˄ƚǒǕǔƷǛᙸǔƱᲦƦǕƳǓƴ

ज़ॼขƍŵࢨǋ࢟ǋƳƔƬƨ Belle II ౨Ј֥ƕƋƪǒƜ

ƪǒưᙌ˺ƞǕƯƍǔƷǛᙸǔƱᲦBelle II ᬴ܱƕڼǇ

ǔƷƩƳƱᲦൢӳƍƕλǔŵƜǜƳؾƸ 10 ƴ࠰ 1 Ღࡇ

ƠƔǋɭမǛᙸบƠƯǋƦƏƸƳƍƷưᲦ᬴ܱƕڼƞ

ǕƯᢊƴƷǔǇưƷ 2Ღ3 ᲦಏƠǜưᒊіƠƨƍƱ࠰
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Scintillator-KLM	(Belle	II)

79

KEK	(High	Energy	Accelerator	Research	Organiza6on)	

n  Alterna6ng	layers	of	iron	plates	and		
detector	components.	
–  Iron	plates	for	KL	hadron	shower	

and	magneKc	field	return	yoke	
n  In	Belle,	all	were	Resis6ve	Plate	Chamber	

(RPC).	
n  Upgrade	for	beam	BG	tolerance:	

–  All	detectors	in	endcap	and	inner	2	layers	in	
barrel	were	replaced	into	plasKc	scinKllators.	

n  Readout	electronics	is	par6ally	installed,	
and	remains	are	under	produc6on.	
–  will	be	ready	by	the	summer	2017.�

2016/12/5� HINT2016� ��

KLM�
barrel�

endcap�
KLM�

Barrel	(inner	2lyrs)	installaOon	
completed	in	Nov.	2013�

Endcap	installaOon	completed	
in	Oct.	2014�



Belle II milestones
• Phase 1 (Feb. 2016): beam commissioning + beam background

measurements
X circulate beams; no collision
X BEAST II (in place of Belle II) as a commissioning detector

• Recent highlights
X Final Quads installed in Feb. 2017
X Belle II roll-in on Apr. 11, 2017

• Phase 2 (Dec. 2017): Detector in place without SVD + PXD
X Dark-sector search can start!

• Phase 3 (Nov. 2018): Start physics run with full Belle II detector

Youngjoon Kwon (Yonsei Univ.) Studies of Dark Sector at Belle and Prospects with Belle II BLV 2017 26
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Belle	II	milestones
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SuperKEKB luminosity projection

82



83

Thank you!


